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201 - (Data Ready) 202 - (SR Opportunity)
SR OPPORTUNITIES e =1 - -
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FIG. 2B

251 - BASE STATION ASSIGNS DELAY FUNCTIONS TO NODE-1 AND NODE-2.

v

252 - BASE STATION ASSIGNS SROpp-1 TO BOTH NODE-1 AND NODE-2.

v

253 - BASE STATION ASSIGNS SROpp-3 TO NODE-2, SROpp-4 TO NODE-1.

v

254 - NODE-1 AND NODE-2 BOTH TRANSMIT SR ON SROpp-1. COLLISION!

v

255 - BASE STATION DETECTS COLLISION, IGNORES.

v

256 - NODE-2 TRANSMITS SR ON SROpp-3.

v

257 - BASE STATION TRANSMITS GRANT TO NODE-2.

v

258 - NODE-1 TRANSMITS SR ON SROpp-4.

v

259 - BASE STATION TRANSMITS GRANT TO NODE-1.
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FIG' 4A /401 - {Data Ready) )
402 - (SR Opportunity)
SR OPPORTUNITIES - -
USER NODE (PUCCH) v 405 - (BSR) 407 - (DAT)
USER NODE (PUSCH) , / l
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Y
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451 - NODE HAS DATA READY, WAITS FOR SROpp.

v

452 - AT SROpp, NODE TRANSMITS BSR ON PUCCH.

v

453 - BASE STATION INTERPRETS BSR AS SCHEDULING REQUEST.

v

454 - BASE STATION ISSUES GRANT FOR DATA MESSAGE.

v

455 - NODE RECEIVES GRANT, TRANSMITS DATA MESSAGE.
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FIG' 5A 501 - {Data Ready)
L 502 - (SR Opportunity)
SR OPPORTUNITIES —— -
USER NODE (PUCCH) v 203 - (R) 507 - (DAT)
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FIG. 5B
551 - NODE HAS DATA READY, WAITS FOR SROpp.

v

552 - AT SROpp, NODE TRANSMITS SR ON PUCCH.

v

553 - AT SAME TIME (OR CERTAIN TIME BEFORE OR
AFTER SROpp), NODE TRANSMITS BSR ON RACH.

mn 554 - BASE DETECTS BSR? )y

v

v

555 - BASE TRANSMITS GRANT FOR BSR ON PDCCH.

v

556 - NODE TRANSMITS BSR ON PUSCH.

v v

557 -

BASE TRANSMITS GRANT FOR DAT ON PDCCH.

v

558 - NODE TRANSMITS DAT ON PUSCH.
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FIG. 6A
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FIG. 6B

651 - NODE HAS DATA READY, TRANSMITS SR, ID, BSR
MESSAGES ON RACH WITHOUT WAITING FOR SROpp.

v

652 - BASE TRANSMITS GRANT FOR DAT.

v

r’“—( 653 - BASE INSTRUCTS RACH?

655 - NODE TRANSMITS DAT ON PUSCH.

654 - NODE TRANSMITS DAT ON RACH.

R

—

656 - BASE TRANSFERS DAT TO CORE NETWORK.

v

657 - CORE NETWORK TRANSFERS RELAY MESSAGE TO RECIPIENT.
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FIG. 7TA
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FIG. 7B

751 - NODE HAS DATA READY, TRANSMITS TYPE, ID,
AND DAT MESSAGES ON RACH WITHOUT WAITING FOR SROpp.

v

752 - BASE TRANSFERS DAT TO CORE NETWORK.

v

753 - CORE NETWORK SENDS RELAY MESSAGE TO RECIPIENT.
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FIG. 8A
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FIG. 8B

851 - NODE CALCULATES WHEN DATA WILL BE READY.

v

852 - BEFORE DATA READY, NODE TRANSMITS TYPE, ID
MESSAGES ON RACH WITHOUT WAITING FOR SROpp.

v

853 - AT DATA READY, NODE TRANSMITS DAT ON RACH.

v

854 - BASE TRANSFERS DAT TO CORE NETWORK.

v

855 - CORE NETWORK SENDS RELAY MESSAGE TO RECIPIENT.
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FIG. 9A
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FIG. 9B

951 - NODE HAS DATA READY, WAITS FOR SROpp.

v

952 - AT SROpp, NODE TRANSMITS SR AND ADDRESS
MESSAGES COMBINED.

v

953 - BASE TRANSMITS GRANT FOR BSR ON PDCCH.

v

954 - NODE TRANSMITS BSR ON PUSCH.

v

955 - CORE NETWORK BEGINS SETTING UP MULTI-HOP AGREEMENT
WITH OTHER STATIONS.

v

956 - BASE TRANSMITS GRANT FOR DAT ON PDCCH.

v

957 - NODE TRANSMITS DAT ON PUSCH.

v

958 - BASE TRANSFERS DATA TO CORE NETWORK INCREMENTALLY.

v

959 - CORE NETWORK TRANSFERS RELAY MESSAGE TO RECIPIENT.
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FIG. 10A
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FIG. 10B

1051 - NODE HAS DATA READY, WAITS FOR SROpp.

v

1052 - AT SROpp, NODE TRANSMITS SR MESSAGE.

v

1053 - BASE TRANSMITS GRANT FOR BSR ON PDCCH.

v

1054 - NODE TRANSMITS BSR AND ADDRESS
MESSAGES COMBINED ON PUSCH.

v

1055 - CORE NETWORK BEGINS SETTING UP MULTI-HOP AGREEMENT
WITH OTHER STATIONS.

v

1056 - BASE TRANSMITS GRANT FOR DAT ON PDCCH.

v

1057 - NODE TRANSMITS DAT ON PUSCH.

v

1058 - BASE TRANSFERS DATA TO CORE NETWORK INCRREMENTALLY.

v

1059 - CORE NETWORK TRANSFERS RELAY MESSAGE TO
RECIPIENT INCREMENTALLY.
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FIG. 11A
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1154 - BASE TRANSFERS SIZE AND ADDRESS INFO TO CORE NETWORK..

v

1155 - CORE NETWORK BEGINS SETTING UP MULTI-HOP AGREEMENT
WITH OTHER STATIONS.

v

1156 - BASE TRANSMITS GRANT FOR DAT ON PDCCH.

2 2

1157 - NODE TRANSMITS DAT ON E 1158 - NODE TRANSMITS DAT ON
PUSCH IF INSTRUCTED. I RACH IF INSTRUCTED. '

vy T '

1159 - BASE TRANSFERS DATA TO CORE NETWORK INCREMENTALLY.

v

1160 - CORE NETWORK TRANSFERS RELAY MESSAGE TO
RECIPIENT CELL INCREMENTALLY.
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pportunity)
SR OPPORTUNITIES - S =
1203 - (SR
USER NODE (PUCCH) 3 (5R) 1207 - (DAT)
USER NODE (PUSCH) ] / 1
1211 - (Addr) 7§

USER NODE (RACH) 1205 - (BSR) \I‘I'{
BASE STATION (PDCCH) 1206 - (GrDAT) __y— | 1209-(Relay)

CORE NETWORK e} / ,

\
1210 - (PDly)

1251 - NODE HAS DATA READY, WAITS FOR SROpp.

v

1252 - AT SROpp, NODE TRANSMITS SR MESSAGE ON PUCCH.

R T

1253 - NODE TRANSMITS BSR AND i 1254 - NODE TRANSMITS BSR AND |
ADDRESS MESSAGES ON RACH i ADDRESS MESSAGES ON RACH |
SIMULTANEOUSLY WITH SR. : WITHIN AT OF SR. :

i

v v @00 |

1255 - BASE TRANSMITS GRANT FOR DAT ON PDCCH.

v

1256 - CORE NETWORK BEGINS SETTING UP RELAY.

v

1257 - NODE TRANSMITS DAT ON PUSCH (OR RACH).

v

1258 - BASE TRANSFERS DATA TO CORE NETWORK DURING THE UPLOAD.

v

1259 - CORE NETWORK TRANSFERS RELAY MESSAGE TO
RECIPIENT DURING THE UPLOAD.
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1301 - (Data Ready) 1302 - {SR Opportunity)
SR OPPORTUNITIES L - -
USER NODE (PUCCH) | 70 (SR)
1318 - (ID) 1317 - (DAT)
USER NODE (PUSCH) | 1305-(BSR)y-=---------- {
1311 - (Addr) -
USER NODE (RACH) 11-[[4-{ : /11307 (DAT)
BASE STATION (PDCCH) —" 1309 - (Relay)
1306 - (Gr-DAT) % /
CORE NETWORK le - N, I
1
1;10 - (PDly)

FIG. 13B

1351 - NODE HAS DATA READY. WITHOUT WAITING FOR SROpp, NODE
TRANSMITS SR, ID, BSR, ADDRESS MESSAGES ON RACH.
(OPTIONALLY DMRS OR PTRS MESSAGE AS WELL.)

v

1352 - CORE NETWORK BEGINS SETTING UP RELAY PLAN.

v

1353 - BASE TRANSMITS GRANT ON PDCCH FOR DAT.

v

1354 - NODE TRANSMITS DAT ON PUSCH (OR RACH).

v

1355 - BASE TRANSFERS DATA TO CORE NETWORK DURING THE UPLOAD.

v

1356 - CORE NETWORK TRANSFERS RELAY MESSAGE TO
RECIPIENT DURING THE UPLOAD.
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FIG. 14A
SROPPORTUNITIES | e _ 402 - SR Opportunity) -
USER NODE (puccH)  [F§22-(Tvpel
USER NODE (PUSCH) / /1418 -(iD) 1407 - (DAT)
USER NODE (RACH) I/I /I ,_ﬁ1419 - (ACK)
BASE STATION (PDCCH) ““r-( 1409 - (Relay)
CORE NETWORK e ﬁ / |
1
1410 - (PDly)

FIG. 14B

1451 - NODE HAS DATA READY. WITHOUT WAITING FOR SROpp, NODE
DOES LBT CHECK, THEN TRANSMITS TYPE, ID, DAT MESSAGES ON RACH.
(OPTIONALLY DMRS OR PTRS MESSAGE AS WELL.)

v

1452 - BASE RECEIVES DAT MESSAGE.

v

1453 - BASE TRANSFERS DATA TO CORE NETWORK.

v

1454 - CORE NETWORK TRANSFERS RELAY MESSAGE TO RECIPIENT.




U.S. Patent Jan. 18, 2022 Sheet 15 of 31 US 11,229,063 B1

FIG. 15A
1501 - (Data Ready) . ;
SR OPPORTUNITIES L~ l_/1502 (SR Opportumty) -
1503 - (SR)_ | ]
USER NODE (PUCCH) ( )\h 1513 - (Cancel)
1512 - (Type)
USER NODE (PUSCH) 1514 - (Noise) 1518 - (ID) 4507 - (DAT)
USER NODE (RACH) //l I/ /I
BASE STATION (PDCCH) " /1509 - (Relay)
CORE NETWORK 7 / |

FIG. 15B

1551 - NODE HAS DATA READY.

v

1552 - NODE DETECTS NOISE ON RACH, WAITS FOR SROpp.

v

1553 - AT SROpp, NODE TRANSMITS SR MESSAGE.

v

1554 - NODE DETECTS END OF NOISE.

o= = = s e e -
! 1555 - NODE TRANSMITS CANCELLATION MESSAGE. :

_____________________ e

1556 - NODE TRANSMITS TYPE AND ID AND DAT MESSAGES ON RACH.

v

1557 - BASE RECEIVES TYPE, ID, DAT MESSAGES.

v

1558 - BASE TRANSFERS DATA TO CORE NETWORK.

v

1559 - CORE NETWORK TRANSFERS RELAY MESSAGE TO RECIPIENT.
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1601 - (Data Ready) 602 - (SR O tunit

SR OPPORTUNITIES e ,_-]/1 (SR Opportunity) -
USER NODE (PUCCH) 1}312 - (Type)

1618 - (ID)
USER NODE (PUSCH) / /1605 - (BSR) 1607 - (DAT)

1611 - (Addr)
USER NODE (RACH) II/I/, { / |
BASE STATION (PDCCH) ‘* /1609 - (Relay)
CORE NETWORK p N |
1610 - (PDly)

FIG. 16B

1651 - NODE HAS DATA READY. WITHOUT WAITING FOR SROpp, NODE
SENDS TYPE, ID, BSR, ADDRESS, AND DAT MESSAGES ON RACH.
(OPTIONAL DMRS OR PTRS MESSAGES ALSO)

v

1652 - BASE RECEIVES TYPE, ID, BSR, ADDRESS, DAT MESSAGES.

v

1653 - DURING UPLOAD, BASE TRANSFERS DATA TO CORE NETWORK.

v

1654 - CORE NETWORK SETS UP MULTI-HOP TRANSFER PLAN DURING
UPLOAD, BEGINS SENDING RELAY MESSAGE TO RECIPIENT.
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FIG. 17A
1701 - (Data Ready) 1702 - (SR Opportunity)
SR OPPORTUNITIES \ -r -
USER NODE (PUCCH) 1705 - (BSR)
USER NODE (PUSCH) 1718-(ID) 1707 - (DAT)
1712 - (T \ /
USER NODE (RACH) (woe)\I T - |
BASE STATION (PDCCH) 1711 - (Addr)| Y 1709 - (Relay)
CORE NETWORK PR / |
T
1710 - PDIy()
FIG.17B

1751 - NODE CALCULATES WHEN DATA WILL BE READY.

v

1752 - BEFORE DATA READY, NODE TRANSMITS TYPE, ID, BSR, ADDRESS
MESSAGES ON RACH, TIMED TO END WHEN DATA IS READY.
(OPTIONAL DMRS OR PTRS MESSAGES ALSO)

v

1753 - NODE TRANSMITS DAT MESSAGE ON RACH WHEN DATA IS READY.

v

1754 - DURING UPLOAD, BASE TRANSFERS DATA TO CORE NETWORK.

v

1755 - CORE NETWORK SETS UP MULTI-HOP TRANSFER PLAN DURING
UPLOAD, BEGINS SENDING RELAY MESSAGE TO RECIPIENT.
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FIG. 18A
1801 - {Data Ready)
\ ‘/1802 - (SR Opportunity)
SR OPPORTUNITIES - -
USER NODE (PUCCH) 1805 - (BﬁR) 1817 - (CRC)

1818 - (ID)
USER NODE (PUSCH) 1812 - (Type)

1820- (DMRS) | | |
[TTT 1711 ] 17+—1819 - (ACK/NACK)

1820 - (DMRS) 1807 - (DAT
/ ( ), (DAT)

USER NODE (RACH)

!
BASE STATION (PDCCH) 1811- (Addr)| | 1809-(Relay) /
CORE NETWORK !E : > |
1810 - (PDly)

1851 - NODE CALCULATES WHEN DATA WILL BE READY.

v

1852 - BEFORE DATA READY, NODE TRANSMITS DMRS, TYPE, ID, BSR,
ADDRESS, AND CRC MESSAGES ON RACH, TIMED TO END WHEN DATA IS
EXPECTED TO BE READY.

v

1853 - DATA MESSAGE IS NOT READY WHEN EXPECTED. NODE SENDS
ONE OR MORE DMRS MESSAGES UNTIL DATA IS READY.

v

1854 - NODE TRANSMITS DAT MESSAGE ON RACH WHEN DATA IS READY.
(OPTION - SECOND CRC FOR DATA MESSAGE.)

v

1855 - DURING UPLOAD, BASE TRANSFERS DATA TO CORE NETWORK.

v

1856 - CORE NETWORK SETS UP MULTI-HOP TRANSFER PLAN DURING
UPLOAD, BEGINS SENDING RELAY MESSAGE TO RECIPIENT.
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FIG. 19

BITS FEATURE MEANING

1,2 Speed O00=reduce 1 step
O1=leave unchanged
10=increase 1 step
11=increase 2 steps

3,4 Reliability 00=reduce 1 step
O1=leave unchanged
10=increase 1 step
11=increase 2 steps

5,6 System-defined or user-programmable.

7,8 Reserved
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SR OPPORTUNITIES
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2001 - (Data Ready) 002 - (SR Opportunity)
/ '_/2

USER NODE (PUCCH)

2003 - {SR+QoS) \Ll 2005 (BSR) 2007 {DAT)

USER NODE (PUSCH)

BASE STATION (PDCCH)

CORE NETWORK

2004 - (Gr-BSRIN ;Jl J‘_|72006 Gr-DAT
j"t

FIG. 20B

2009 - (Relay)

2051

- NODE HAS DATA READY, WAITS FOR SROpp.

v

2052 - AT SROpp,

NODE TRANSMITS COMBINED SR AND TEMPORARY QoS
REQUEST MESSSAGES ON PUCCH.

v

2053 - BASE TRANSMITS GRANT FOR BSR USING HIGH QoS.

v

2054 - NODE SENDS BSR MESSAGE ON PUSCH.

v

2055 - BASE

SENDS SECOND GRANT FOR DAT USING HIGH QoS.

v

2056 - NODE SENDS DAT MESSAGE AS INSTRUCTED.

v

2057 -

BASE TRANSFERS DAT TO CORE NETWORK,
REQUESTING PRIORITY HANDLING.

v

2058 - CORE NETWORK TRANSFERS DATA TO
RECIPIENT, REQUESTING PRIORITY ON EACH HOP.
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FIG. 21A

2101 - (Data Ready) 2102 - {SR Opportunity)
SR OPPORTUNITIES - .-!/

USER NODE (PUCCH) 2103 - {SR) RS 2107 - (DAT)

\| 2115 - (QoS) /

USER NODE (PUSCH)

BASE STATION (PDCCH) 2104 - (GV'BSR)N“_{’ 42106 - (Gr-DAT)\
CORE NETWORK )E
2109 - (Relay)
FIG. 21B

2151 - NODE HAS DATA READY, WAITS FOR SROpp.

v

2152 - AT SROpp, NODE TRANSMITS SR MESSSAGE
ON PUCCH.

v

2153 - BASE TRANSMITS GRANT FOR BSR.

v

2154 - NODE SENDS BSR MESSAGE WITH QoS REQUEST ON PUSCH.

v

2155 - BASE SENDS SECOND GRANT FOR DAT USING HIGH QoS.

v

2156 - NODE TRANSMITS DAT AS INSTRUCTED.

v

2157 - BASE TRANSFERS DAT TO CORE NETWORK,
REQUESTING PRIORITY HANDLING.

v

2158 - CORE NETWORK TRANSFERS DATA TO
RECIPIENT, REQUESTING PRIORITY ON EACH HOP.
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FIG. 22A
2201 - (Data Read 202-(SRO tunit
SR OPPORTUNITIEs |~ 2201 (DataReady) 2202 (SR Opportunity) -
2203 - {SR
USER NODE (PUCCH) (SR) 2305"(35'*) 2207 - (DAT)
7715 - (Q05) /
USER NODE (PUSCH) N
X il T 1_
BASE STATION (PDCCH) 2204 - (GFBSR)\"%‘_I-«"’" ""u'_l.-"/zzos - (Gr-DAT)""-,__E
CORE NETWORK /t
2209 - (Relay)
FIG. 22B

2251 - NODE HAS DATA READY, WAITS FOR SROpp.

v

2252 - AT SROpp, NODE TRANSMITS SR MESSSAGE
ON PUCCH.

v

2253 - BASE TRANSMITS GRANT FOR BSR.

v

2254 - NODE SENDS BSR MESSAGE WITH QoS REQUEST ON PUSCH.

v

2255 - BASE SENDS SECOND GRANT FOR DAT USING HIGH QoS.

v

2256 - NODE TRANSMITS QoS MESSAGE AND DAT MESSAGE.

v

2257 - BASE TRANSFERS DAT TO CORE NETWORK,
REQUESTING PRIORITY HANDLING.

v

2258 - CORE NETWORK TRANSFERS DATA TO
RECIPIENT, REQUESTING PRIORITY ON EACH HOP.
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2301 - (Data Ready) 2302 - (SR Opportunity)
SR OPPORTUNITIES - -
USER NODE (PUCCH) 2303 - (SR)VL_]
Y 2305- (BSR) 2307 - (DAT)
USER NODE (PUSCH) _ —~ |
2315 - (QoS)\_ % A ?
USER NODE (RACH) -\ A
BASE STATION (PDCCH) N \m
e AN
CORE NETWORK 2304 - (Gr-BSR) 2306 - (Gr-DAT) t
/
2309 - {Relay)

FIG. 23B

2351 - NODE HAS DATA

READY, WAITS FOR SROpp.

v

2352 - AT SROpp, NODE TRANSMITS SR MESSSAGE ON PUCCH.

2353 - NODE SENDS QoS REQUEST
ON RACH SIMULTANEOUSLY WITH

| 2354 - NODE SENDS QoS REQUEST |
| ONRACHWITHINATOFSR
: MESSAGE. |

SR MESSAGE.

2355 - BASE TRANSMITS GRANT FOR BSR USING HIGH QoS.

v

2356 - NODE SENDS BSR MESSAGE ON PUSCH.

v

2357 - BASE SENDS SECOND GRANT FOR DAT USING HIGH QoS.

v

2358 - NODE SENDS DAT ON PUSCH.

v

2359 - BASE TRANSFERS DAT TO CORE NETWORK,
REQUESTING PRIORITY HANDLING.

v

2360 - CORE NETWORK TRANSFERS DATA TO
RECIPIENT, REQUESTING PRIORITY ON EACH HOP.




U.S. Patent Jan. 18, 2022 Sheet 24 of 31 US 11,229,063 B1

FIG. 24A
2401 - (Data Ready) 2402 - (SR Opportunity)
SROPPORTUNITIES  }~ - -
USER NODE (PUCCH) 203 (SR)
2417 - (DAT
USER NODE (PUSCH) / [A18 (D) .. < (DAT)
2405 - (BSR) 2407 - (DAT)
USER NODE (RACH) | <
BASE STATION (PDCCH) | &o8 ~ $—” 2409 - (Relay)
CORE NETWORK 2406 - (Gr-DAT) Y / |
N )
Y
2408 - (TDly)

FIG. 24B

2451 - NODE HAS DATA READY, TRANSMITS SR, ID, BSR, QoS REQUEST
MESSAGES ON RACH WITHOUT WAITING FOR SROpp.

v

2452 - BASE TRANSMITS GRANT FOR DAT ON PDCCH USING HIGH QoS.

Y N

2453 - NODE SENDS DAT ' 2454 - NODE SENDS DAT
MESSAGE ON PUSCH IF ' MESSAGE ON RACH IF
i
i

INSTRUCTED. INSTRUCTED.

v v @

2455 - BASE TRANSFERS DAT TO CORE NETWORK,
REQUESTING PRIORITY HANDLING.

v

2456 - CORE NETWORK TRANSFERS DATATO
RECIPIENT, REQUESTING PRIORITY ON EACH HOP.
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SR OPPORTUNITIES

Jan. 18, 2022

2501 - (Data Ready)
/

Sheet 25 of 31

2502 - (SR Opportunity)

F =

b -

US 11,229,063 B1

USER NODE (PUCCH) i (Type)
USER NODE (PUSCH) / /2518-(“3)
2505 - (BSR _
USER NODE (RACH) Ay (BSR) (2507 - (DAT
2515/ 2509 - (Rel
BASE STATION (PDCCH) | &¢ 09 - (Relay)
CORE NETWORK 2511 - (Addr) § / l
2508 - (TDly)

FIG. 25B

2551 - NODE TRANSMITS TYPE, ID, BSR, QoS REQUEST,
ADDRESS AND DAT MESSAGES ON RACH WITHOUT

WAITING FOR SROpp.

v

2552 - BASE TRANSFERS DAT TO CORE NETWORK
DURING UPLOAD, REQUESTING PRIORITY HANDLING.

v

2553 - CORE NETWORK TRANSFERS RELAY MESSAGE TO
RECIPIENT DURING UPLOAD, REQUESTING PRIORITY ON

EACH HOP.
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FIG. 26A

2601 - (Data Reﬂ 2602 - (SR Opportunity)
SR OPPORTUNITIES .—\/

2612 - (Type) -
USER NODE (PUCCH) \

2618 - (ID)
USER NODE (PUSCH) \ j2605 - (BSR)

[ =
e -

USER NODE (RACH) I\ I\ Iﬁ |/2607 - (DAT)

2615'{
BASE STATION (PDCCH) Qo5 26/09 - (Relay)

/

2611 - (A4dr)

CORE NETWORK

N

2608 - (TDly)

FIG. 26B

2651 - BEFORE DATA READY, NODE
CALCULATES WHEN DATA WILL BE READY.

v

2652 - NODE TRANSMITS TYPE, ID, BSR, QoS REQUEST, ADDRESS
MESSAGES ON RACH BEFORE DATA READY, TIMED TO FINISH WHEN
DATA BECOMES READY.

v

2653 - NODE TRANSMITS DAT MESSAGE ON RACH
WHEN DATA BECOMES READY.

v

2654 - BASE TRANSFERS DAT TO CORE NETWORK
DURING UPLOAD, REQUESTING PRIORITY HANDLING.

v

2655 - CORE NETWORK TRANSFERS RELAY MESSAGE TO
RECIPIENT DURING UPLOAD, REQUESTING PRIORITY ON
EACH HOP.
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FIG. 27

2704 2705

TR
L]
s

[
]

Rt

R
]

TR B
i

%
s

!

]

£

CRREEEE,
oz
!

S
5 Eeee

e e

L
]
i

B
T
o
iz

:

T
L ¢
Sy

T
e
e
i e
£
]

B
ik

T

SUBCHANNELS

2701

SYMBOL TIMES



Sheet 28 of 31 US 11,229,063 B1

BASE STATION OR CORE NETWORK

2801 - NETWORK RECEIVES MESSAGE
FROM SENDER FOR USER NODE.

v

2802 - NETWORK ADDS MAC ADDRESS
OF SENDER TO DATABASE AT INDEX.

v

2803 - NETWORK FORWARDS MESSAGE
TO USER NODE, INCLUDING INDEX.

|

U.S. Patent Jan. 18, 2022
FIG. 28
USER NODE
v

2804 - USER NODE RECEIVES MESSAGE
AND RECORDS INDEX IN LISTING.

v

2805 - USER NODE TRANSMITS REPLY
MESSAGE INCLUDING INDEX.

|

v

v

2806 - NETWORK FINDS MAC ADDRESS
ACCORDING TO INDEX.

v

2807 - NETWORK FORWARDS REPLY

2808 - USER NODE TRANSMITS NEW
MESSAGE TO RECIPIENT-2 INCLUDING
MAC ADDRESS OF RECIPIENT-2.

MESSAGE TO MAC ADDRESS.

|

L 4

2809 - NETWORK FORWARDS
MESSAGE-2 TO RECIPIENT-2 AND ADDS
MAC ADDRESS-2 TO DATABASE, AT
INDEX-2.

2

2810 - NETWORK INFORMS USER NODE
OF INDEX-2.

|

v

2811 - USER NODE RECORDS INDEX-2
IN LISTING FOR FUTURE USE.
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RANGE INDEX FUNCTION
4-bit 0 Address is in DAT message.
16QAM 1 Reply to latest incoming.
2 Resend to latest outgoing.
3 Emergency call.
4 To base station or network.
5 (Reserved)
6 Contact #1
7 Contact #2
15 é.ontact #10
6-bit 16 Contact #11
64QAM
40 Contact #35
41 Command #1
60 C"ommand #20
61-63 (Reserved)
8-bit 64 Older incoming #2.
256QAM
112 Older incoming #50.
113 Older outgoing #2.
161 6Ider outgoing #50.
162 System-defined #1.
181 System-defined #20.
182 User-programmable #1.
201 User-programmable #20.
202-255 (Reserved)
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FIG. 30

3001 - MEASURE NETWORK PARAMETERS,
FAULTS USING CURRENT OPERATING CHOICES.

T |

3002 - VARY THE OPERATING CHOICES OR
OTHER CONDITIONS.

v

3003 - MEASURE AND RECORD SUBSEQUENT
NETWORK PERFORMANCE, FAULTS.

v

3004 - PLAN FURTHER VARIATIONS WITH
DIFFERENT CHOICES, RANGE OF PARAMETERS.

| v

3005 - PREPARE Al MODEL.

¥ v

3006 - ADJUST WEIGHTS, THRESHOLDS, LOGIC
OF INTERMEDIATE FUNCTIONS.

v

3007 - PREDICT NETWORK PERFORMANCE
(FAILURE RATE, THROUGHPUT, ETC.).

v

3008 - COMPARE PREDICTIONS WITH
MEASUREMENTS.

| v
3009 - PREPARE ALGORITHM FROM THE
Al MODEL.

v

3010 - DISTRIBUTE ALGORITHM TO BASE
STATIONS FOR SELECTING OPERATING CHOICES.
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FIG. 31
3101 - 3102 - 3103 - 3104 -
NETWORK OPERATING CURRENT  SUBSEQUENT
» CONDITIONS CHOICES  PERFORMANCE PERFORMANCE
INPUTS || ‘-b\/‘-\/.\(:\(. N4 3108
KR \ ‘ ‘ % 3109
SRR LATRIN
3106 - () () .“ ‘1. C)
INTERMEDIATE «'(4’\4}\. XX /4}).‘4}‘
FUNCTIONS LSRR AX] KX ARXTAXTARX e S AN
3107 - OUTPUT: s
PREDICTED < >\ /
PERFORMANCE N o COMPARE A
FIG. 32 T

3201 - INSERT NETWORK CONDITIONS AND
OPERATING CHOICES INTO ALGORITHM.

v

3202 - CALCULATE PREDICTED
PERFORMANCE METRIC.

v
3203 - PICK THE BEST OPERATING
CHOICE AND TRY IT.
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EARLY DISCLOSURE OF DESTINATION
ADDRESS FOR FAST INFORMATION
TRANSFER IN 5G

PRIORITY CLAIMS AND RELATED
APPLICATIONS

This application is a continuation of U.S. patent applica-
tion Ser. No. 17/328,488, entitled “Rapid Uplink Access by
Modulation of 5G Scheduling Requests”, filed May 24,
2021, which claims the benefit of U.S. Provisional Patent
Application Ser. No. 63/199,061, entitled “Scheduling
Request Protocols for Low Latency and High Throughput”,
filed Dec. 4, 2020, and U.S. Provisional Patent Application
Ser. No. 63/199,063, entitled “Scheduling Request Protocols
for Low Latency and High Throughput”, filed Dec. 4, 2020,
and U.S. Provisional Patent Application Ser. No. 63/127,
421, entitled “Temporary QoS for Improved Wireless Mes-
sage Control”, filed Dec. 18, 2020, and U.S. Provisional
Patent Application Ser. No. 63/131,902, entitled “Early
Disclosure of Receiver Address for Low-Latency Messag-
ing”, filed Dec. 30, 2020, and U.S. Provisional Patent
Application Ser. No. 63/131,905, entitled “Protocols for
Rapid Uplink Access on Unregulated Channels™, filed Dec.
30, 2020, and U.S. Provisional Patent Application Ser. No.
63/131,906, entitled “Scheduling Request with Synchronous
BSR Message”, filed Dec. 30, 2020, U.S. Provisional Patent
Application Ser. No. 63/131,908, entitled “Low-Latency
Asynchronous Uplink Wireless Message Transmission”,
filed Dec. 30, 2020, U.S. Provisional Patent Application Ser.
No. 63/134,338, entitled “Network-Based User-Specific
Recipient Database for Low Latency”, filed Jan. 6, 2021,
and U.S. Provisional Patent Application Ser. No. 63/135,
143, entitled “Random Access Protocols for Low Latency,
Low Cost, and MMTC”, filed Jan. 8, 2021, and U.S.
Provisional Patent Application Ser. No. 63/170,631, entitled
“Rapid Uplink Access by Modulation of 5G Scheduling
Requests”, filed Apr. 5, 2021, and U.S. Provisional Patent
Application Ser. No. 63/170,633, entitled “Rapid Uplink
Access by Parallel Signaling on a 5G Random-Access
Channel”, filed Apr. 5, 2021, and U.S. Provisional Patent
Application Ser. No. 63/170,635, entitled “Early Disclosure
of Destination Address for Fast Information Transfer in 5G”,
filed Apr. 5, 2021, and U.S. Provisional Patent Application
Ser. No. 63/170,636, entitled “Temporary QoS Elevation for
High-Priority 5G Messages”, filed Apr. 5, 2021, and U.S.
Provisional Patent Application Ser. No. 63/170,642, entitled
“Managed Database of Recipient Addresses for Fast 5G
Message Delivery”, filed Apr. 5, 2021, and U.S. Provisional
Patent Application Ser. No. 63/176,996, entitled “Rapid
Uplink Access by Modulation of 5G Scheduling Requests”,
filed Apr. 20, 2021, all of which are hereby incorporated by
reference in their entireties.

FIELD OF THE INVENTION

Protocols are disclosed for rapid uplink access in wireless
communication networks such as 5G and future 6G net-
works.

BACKGROUND OF THE INVENTION

In managed networks such as 5G networks, a user is
required to obtain permission from a base station before
transmitting a data message. The access procedure generally
involves multiple steps, including transmitting and receiving
subsidiary messages to convey sufficient information to the
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base station, for handling the subsequent data message. Each
step has its own inherent delays, which users requiring rapid
access may find unduly inhibiting. What is needed is means
for accessing a network and uploading a data message with
fewer delays.

This Background is provided to introduce a brief context
for the Summary and Detailed Description that follow. This
Background is not intended to be an aid in determining the
scope of the claimed subject matter nor be viewed as
limiting the claimed subject matter to implementations that
solve any or all of the disadvantages or problems presented
above.

SUMMARY OF THE INVENTION

The goal of 5G is to be a universal wireless communica-
tion technology, serving a wide diversity of users with
widely varying requirements. To achieve this lofty ambition,
it may be necessary to add alternative methods to the
technology, such as allowing pre-grant information in an
uplink scheduling request itself or transmitted in parallel on
a random access channel, allowing early disclosure of a
destination address before a data message, allowing users to
request a temporary priority adjustment, and allowing users
to cite a brief address index instead of the full destination
address of a message. Such improvements may enable
low-latency messaging with rapid uplink access and accel-
erated message transfer to the recipient, and may enable
simpler, lower-cost devices to access 5G networks. Since
many of these improvements may be implemented by soft-
ware updates, rather than hardware development, the risk
and cost of providing the improvements may be very low.
Future 5G and 6G users are highly likely to demand per-
formance advantages, versatility, and ease of access, such as
those provided by the systems and methods disclosed herein.

In one aspect, a method is for a base station of a wireless
network to transmit an uplink grant message to a user node
of'a plurality of user nodes in signal communication with the
base station, the method comprising: assigning, by the base
station, a first modulation state to a first user node, the first
modulation state comprising a first amplitude modulation
and a first phase modulation; assigning, by the base station,
a second modulation state, different from the first modula-
tion state, to a second user node; assigning, by the base
station, an initial SR (scheduling request) opportunity com-
prising a particular time and a particular frequency, to the
first user node and to the second user node; receiving, by the
base station, an SR message comprising a symbol at the
particular time and at the particular frequency; determining,
by the base station, a particular modulation state of the SR
message symbol; if the particular modulation state is the first
modulation state, then transmitting an uplink grant to the
first user node; and if the particular modulation state is the
second modulation state, then transmitting an uplink grant to
the second user node.

In another aspect, non-transient computer-readable media
are in a base station of a wireless network comprising a
plurality of user nodes, the media containing instructions for
causing the base station to perform a method comprising:
transmitting, to a first user node, a message specifying a first
modulation state; transmitting, to a second user node, a
message specifying a second modulation state different from
the first modulation state; transmitting, to the first user node,
a message specifying an SR opportunity comprising an
initial resource element; transmitting, to the second user
node, a message specifying an SR opportunity comprising
the initial resource element; receiving an SR message at a
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time and a frequency corresponding to the initial resource
element; determining whether the SR message is modulated
according to the first modulation state or the second modu-
lation state; selecting the first user node if the SR message
is modulated according to the first modulation state, and
selecting the second user node if the SR message is modu-
lated according to the second modulation state; and trans-
mitting an uplink grant to the selected user node.

In another aspect, non-transient computer-readable media
are in a first user node of a wireless network comprising a
plurality of user nodes in signal communication with a base
station, the media comprising instructions configured to
cause the first user node to perform a method comprising:
receiving a modulation assignment message specifying a
first modulation state; receiving an SR opportunity assign-
ment specifying a particular frequency and one or more
particular times at which the first user node has permission
to transmit an SR message modulated according to the first
modulation state; and transmitting, on the particular fre-
quency and at one of the particular times, an SR message
modulated according to the first modulation state.

In another aspect, a method is for a particular user node
to transmit an SR request, the particular user node belonging
to a wireless network comprising a base station in signal
communication with a set of user nodes, the method com-
prising: receiving, from the base station, an algorithm con-
figured to calculate resource elements and associated modu-
lation states, such that the particular user node is caused to
transmit SR request messages on the calculated resource
elements according to the associated modulation states,
respectively; calculating, with the algorithm, a particular
resource element and associated modulation state; and trans-
mitting, on the particular resource element, an SR request
modulated according to the associated modulation state.

In another aspect, a system or apparatus comprises a base
station of a wireless network configured to transmit an
uplink grant message to a user node of a plurality of user
nodes in signal communication with the base station,
according to a method comprising: assigning, by the base
station, a first modulation state to a first user node, the first
modulation state comprising a first amplitude modulation
and a first phase modulation; assigning, by the base station,
a second modulation state, different from the first modula-
tion state, to a second user node; assigning, by the base
station, an initial SR (scheduling request) opportunity com-
prising a particular time and a particular frequency, to the
first user node and to the second user node; receiving, by the
base station, an SR message comprising a symbol at the
particular time and at the particular frequency; determining,
by the base station, a particular modulation state of the SR
message symbol; if the particular modulation state is the first
modulation state, then transmitting an uplink grant to the
first user node; and if the particular modulation state is the
second modulation state, then transmitting an uplink grant to
the second user node.

In another aspect, a system or apparatus comprises a first
user node of a wireless network comprising a plurality of
user nodes in signal communication with a base station, the
first user node configured to perform a method comprising:
receiving a modulation assignment message specifying a
first modulation state; receiving an SR opportunity assign-
ment specifying a particular frequency and one or more
particular times at which the first user node has permission
to transmit an SR message modulated according to the first
modulation state; and transmitting, on the particular fre-
quency and at one of the particular times, an SR message
modulated according to the first modulation state.
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In another aspect, a method is for a wireless network to
transmit an uplink grant message from a base station of the
wireless network to a user node of a plurality of user nodes
in signal communication with the base station, the method
comprising: assigning, by the base station, a first modulation
state to a first user node, the first modulation state compris-
ing a first amplitude modulation and a first phase modula-
tion; assigning, by the base station, a second modulation
state, different from the first modulation state, to a second
user node; assigning, by the base station, an initial SR
(scheduling request) opportunity comprising a particular
time and a particular frequency, to the first user node and to
the second user node; receiving, by the base station, an SR
message comprising a symbol at the particular time and at
the particular frequency; determining, by the base station, a
particular modulation state of the SR message symbol; if the
particular modulation state is the first modulation state, then
transmitting an uplink grant to the first user node; and if the
particular modulation state is the second modulation state,
then transmitting an uplink grant to the second user node.

In another aspect, non-transient computer-readable media
are in a wireless network comprising a base station and a
plurality of user nodes, the media containing instructions for
causing the base station to perform a method comprising:
transmitting, to a first user node, a message specifying a first
modulation state; transmitting, to a second user node, a
message specifying a second modulation state different from
the first modulation state; transmitting, to the first user node,
a message specifying an SR opportunity comprising an
initial resource element; transmitting, to the second user
node, a message specifying an SR opportunity comprising
the initial resource element; receiving an SR message at a
time and a frequency corresponding to the initial resource
element; determining whether the SR message is modulated
according to the first modulation state or the second modu-
lation state; selecting the first user node if the SR message
is modulated according to the first modulation state, and
selecting the second user node if the SR message is modu-
lated according to the second modulation state; and trans-
mitting an uplink grant to the selected user node.

In another aspect, a system or apparatus comprises a
wireless network comprising a base station and a plurality of
user nodes, the network configured to perform a method
comprising: transmitting, to a first user node, a message
specifying a first modulation state; transmitting, to a second
user node, a message specifying a second modulation state
different from the first modulation state; transmitting, to the
first user node, a message specifying an SR opportunity
comprising an initial resource element; transmitting, to the
second user node, a message specifying an SR opportunity
comprising the initial resource element; receiving an SR
message at a time and a frequency corresponding to the
initial resource element; determining whether the SR mes-
sage is modulated according to the first modulation state or
the second modulation state; selecting the first user node if
the SR message is modulated according to the first modu-
lation state, and selecting the second user node if the SR
message is modulated according to the second modulation
state; and transmitting an uplink grant to the selected user
node.

In another aspect, a method is for transmitting wireless
messages on a network having a RACH (random access)
channel and a PUCCH (physical uplink control) channel, the
method comprising: transmitting an SR (scheduling request)
message of a pre-assigned duration on the PUCCH; and
transmitting a BSR (buffer status report) message on the
RACH channel synchronously with the SR message,
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wherein synchronously comprises having a predetermined
time relationship between the SR message and the BSR
message.

In another aspect, a method is for a user node of a wireless
network to request an uplink grant to transmit a data
message on the wireless network, the method comprising:
receiving, in a downlink message, an assigned time and
frequency for transmitting a scheduling request message on
a PUCCH (physical uplink control channel); and transmit-
ting, at the assigned time and frequency, on the PUCCH, a
size message configured to indicate a size of the data
message.

In another aspect, non-transient computer-readable media
are in a base station of a wireless network, the base station
in signal communication with a plurality of user nodes, the
media comprising instructions for causing the base station to
perform a method comprising: receiving one or more mes-
sages from a particular user node of the plurality, on an
unscheduled channel operating on a frequency at which user
nodes have permission to transmit messages without an
uplink grant, the one or more messages indicating an identity
of the particular user node and a size of a data message that
the particular user node wishes to transmit; determining,
from the one or more messages, the identity of the particular
user node and the size of the data message; and transmitting,
to the particular user node, an uplink grant for transmitting
the data message.

In another aspect, non-transient computer-readable media
are in a particular user node of a plurality of user nodes, each
user node in signal communication with a base station of a
wireless network, the media comprising instructions which
when executed cause the particular user node to perform a
method comprising: detecting, on a random access channel,
noise or interference; then transmitting, on an uplink control
channel, at a particular time assigned to the particular user
node by the base station, a scheduling request message; then
determining that the noise on the random access channel has
ended; then canceling the scheduling request message; then
transmitting, on the random access channel, the data mes-
sage.

In another aspect, a method is performed by a base station
of a wireless network, the base station in signal communi-
cation with a plurality of user nodes, the method comprising:
receiving one or more messages from a particular user node
of the plurality, on an unscheduled channel operating on a
frequency at which user nodes have permission to transmit
messages without an uplink grant, the one or more messages
indicating an identity of the particular user node and a size
of a data message that the particular user node wishes to
transmit; determining, from the one or more messages, the
identity of the particular user node and the size of the data
message; and transmitting, to the particular user node, an
uplink grant for transmitting the data message.

In another aspect, a system or apparatus comprises a base
station of a wireless network, the base station in signal
communication with a plurality of user nodes, base station
configured to perform a method comprising: receiving one
or more messages from a particular user node of the plu-
rality, on an unscheduled channel operating on a frequency
at which user nodes have permission to transmit messages
without an uplink grant, the one or more messages indicating
an identity of the particular user node and a size of a data
message that the particular user node wishes to transmit;
determining, from the one or more messages, the identity of
the particular user node and the size of the data message; and
transmitting, to the particular user node, an uplink grant for
transmitting the data message.
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In another aspect, a system or apparatus comprises a user
node of a wireless network having a RACH (random access)
channel and a PUCCH (physical uplink control) channel, the
user node configured for: transmitting an SR (scheduling
request) message of a pre-assigned duration on the PUCCH;
and transmitting a BSR (buffer status report) message on the
RACH channel synchronously with the SR message,
wherein synchronously comprises having a predetermined
time relationship between the SR message and the BSR
message.

In another aspect, computer-readable non-transient media
are in a wireless network comprising a base station in signal
communication with a plurality of user nodes, the media
comprising instructions for causing the base station to
perform a method, the method comprising: receiving one or
more messages from a particular user node of the plurality,
on an unscheduled channel operating on a frequency at
which user nodes have permission to transmit messages
without an uplink grant, the one or more messages indicating
an identity of the particular user node and a size of a data
message that the particular user node wishes to transmit;
determining, from the one or more messages, the identity of
the particular user node and the size of the data message; and
transmitting, to the particular user node, an uplink grant for
transmitting the data message.

In another aspect, a system or apparatus comprises a
wireless network comprising a base station in signal com-
munication with a plurality of user nodes, the network
configured to perform a method comprising: receiving one
or more messages from a particular user node of the plu-
rality, on an unscheduled channel operating on a frequency
at which user nodes have permission to transmit messages
without an uplink grant, the one or more messages indicating
an identity of the particular user node and a size of a data
message that the particular user node wishes to transmit;
determining, from the one or more messages, the identity of
the particular user node and the size of the data message; and
transmitting, to the particular user node, an uplink grant for
transmitting the data message.

In another aspect, a method is for a user node of a wireless
network to transmit a wireless data message to a destination
outside the wireless network, the method comprising: trans-
mitting one or more messages, the one or more messages
comprising an indicator of a destination address of the data
message, an uplink request, and a BSR (buffer status report)
message; then receiving, on a PDCCH (physical downlink
control channel), an uplink grant for uploading the data
message; and then transmitting the data message on a
PUSCH (physical uplink shared channel); such that the
transmitting of the indicator of the destination address
before the data message enables a base station or a core
network or both to plan a multi-hop transmission method-
ology for transmission of the data message to the destination
address prior to or contemporaneous with the data message
being uploaded by the user node to the base station, wherein
the transmission of the data message occurs sooner than in
a case where the multi-hop transmission is not planned prior
to or contemporaneous with the data message being
uploaded.

In another aspect, computer-readable non-transient media
is in a base station of a wireless network, the base station in
signal communication with a plurality of user nodes and
operably connected to a core network that is operably
connected to a wider network, the media containing instruc-
tions for a method, the method comprising: receiving a first
message configured to specify a destination address; after
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receiving the first message, then receiving a separate data
message; and then transferring the data message to the
destination address.

In another aspect, a method is for a particular user node,
of a plurality of user nodes in signal communication with a
base station of a wireless network, to transmit a data
message to a destination address, the method comprising:
transmitting, to the base station, an address message indi-
cating the destination address, such that the base station is
enabled to reserve, before receiving the data message,
resources for subsequently transferring the data message, or
an extract thereof, to the destination address; and then, after
transmitting the address message, transmitting the data
message to the base station.

In another aspect, non-transient computer-readable media
contain instructions, stored in a memory of a user node of a
wireless network, the instructions causing the user node to
perform a method comprising: transmitting, on an unsched-
uled channel or subchannel, a header message including: an
indication that a data message is to follow; an indicator of a
destination address of the data message; and an identifica-
tion code of the user node; and then transmitting, on the
unscheduled channel, the data message.

In another aspect, a method is for a base station of a
wireless network, in signal communication with a plurality
of'user nodes and operably connected to a core network that
is operably connected to a wider network, the method
comprising: receiving a first message configured to specify
a destination address; after receiving the first message, then
receiving a separate data message; and then transferring the
data message to the destination address.

In another aspect, a system or apparatus comprises a base
station of a wireless network, the base station in signal
communication with a plurality of user nodes and operably
connected to a core network that is operably connected to a
wider network, the base station configured to perform a
method comprising: receiving a first message configured to
specify a destination address; after receiving the first mes-
sage, then receiving a separate data message; and then
transferring the data message to the destination address.

In another aspect, a system or apparatus comprises a user
node of a wireless network, the user node configured to
transmit a wireless data message to a destination outside the
wireless network according to a method comprising: trans-
mitting one or more messages, the one or more messages
comprising an indicator of a destination address of the data
message, an uplink request, and a BSR (buffer status report)
message; then receiving, on a PDCCH (physical downlink
control channel), an uplink grant for uploading the data
message; and then transmitting the data message on a
PUSCH (physical uplink shared channel); such that the
transmitting of the indicator of the destination address
before the data message enables a base station or a core
network or both to plan a multi-hop transmission method-
ology for transmission of the data message to the destination
address prior to or contemporaneous with the data message
being uploaded by the user node to the base station, wherein
the transmission of the data message occurs sooner than in
a case where the multi-hop transmission is not planned prior
to or contemporaneous with the data message being
uploaded.

In another aspect, a method is for a wireless network to
transfer a data message, the network comprising a base
station in signal communication with a plurality of user
nodes and operably connected to a core network that is
operably connected to a wider network, the method com-
prising: receiving a first message configured to specify a
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destination address; after receiving the first message, then
receiving a separate data message; and then transferring the
data message to the destination address.

In another aspect, non-transient computer-readable media
are in a wireless network comprising a base station in signal
communication with a plurality of user nodes and operably
connected to a core network that is operably connected to a
wider network, the media containing instructions for a
method comprising: receiving a first message configured to
specify a destination address; after receiving the first mes-
sage, then receiving a separate data message; and then
transferring the data message to the destination address.

In another aspect, a system or apparatus comprising a
wireless network comprising a base station in signal com-
munication with a user node, the network configured to
transmit a wireless data message to a destination outside the
wireless network according to a method comprising: trans-
mitting, by the user node, one or more messages, the one or
more messages comprising an indicator of a destination
address of the data message, an uplink request, and a BSR
(buffer status report) message; then receiving, on a PDCCH
(physical downlink control channel), an uplink grant for
uploading the data message; and then transmitting the data
message on a PUSCH (physical uplink shared channel);
such that the transmitting of the indicator of the destination
address before the data message enables a base station or a
core network or both to plan a multi-hop transmission
methodology for transmission of the data message to the
destination address prior to or contemporaneous with the
data message being uploaded by the user node to the base
station, wherein the transmission of the data message occurs
sooner than in a case where the multi-hop transmission is not
planned prior to or contemporaneous with the data message
being uploaded.

In another aspect, a non-transitory computer readable
medium is within a base station of a wireless network, the
base station in signal communication with a plurality of user
nodes and the base station processing messages from the
user nodes according to an initial QoS (quality of service),
the medium containing instructions that when executed
cause the base station to perform a method comprising:
receiving, from a particular user node, a temporary QoS
message specifying a particular priority level; then receiv-
ing, from the particular user node, one or more additional
messages comprising, at least, a data message; and process-
ing the one or more additional messages according to the
temporary QoS or the specified priority level or both; then
processing a subsequent message according to the initial
QoS.

In another aspect, non-transient computer-readable media
are in a base station of a wireless network, the base station
in signal communication with a plurality of user nodes, the
media containing instructions causing the base station to
perform a method comprising: receiving, from a particular
user node of the plurality, a message comprising a temporary
QoS (quality of service) request; determining that the tem-
porary QoS message requests a temporary QoS level differ-
ent from a default QoS level of the particular user node; and
processing, at least in part according to the temporary QoS
level, one or more messages related to the particular user
node after the temporary QoS request message, the one or
more messages comprising at least a data message, wherein
the processing with the temporary QoS level is at least in
part related to the transmission of the one or more messages
to a destination; such that the default QoS level of the
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particular user node, after the data message has been pro-
cessed, is the same QoS level as before the temporary QoS
request was transmitted.

In another aspect, a method comprises: receiving, by a
base station of a wireless network, a temporary QoS (quality
of service) request message from a user node of the wireless
network, the temporary QoS request message configured to
request that a specified data message be processed according
to an adjusted QoS level different from a default QoS level
of the user node; then receiving, by the base station, the
specified data message; processing, by the base station, the
specified data message according to the adjusted QoS level;
and processing a subsequent data message received by the
base station according to the default QoS level of the user
node.

In another aspect, a method comprises: transmitting, by a
user node of a wireless network, a temporary QoS (quality
of service) request message configured to request that a
subsequent specified data message be processed according
to an adjusted QoS level different from a default QoS level
of'the user node; and then transmitting, by the user node, the
specified data message, such that a base station of the
wireless network processes the specified data message at
least in part according to the adjusted QoS level, without
changing the default QoS level associated with the user
node.

In another aspect, a system or apparatus comprises a base
station of a wireless network, the base station in signal
communication with a plurality of user nodes and the base
station processing messages from the user nodes according
to an initial QoS (quality of service), the base station
configured to perform a method comprising: receiving, from
a particular user node, a temporary QoS message specifying
a particular priority level; then receiving, from the particular
user node, one or more additional messages comprising, at
least, a data message; and processing the one or more
additional messages according to the temporary QoS or the
specified priority level or both; then processing a subsequent
message according to the initial QoS.

In another aspect, non-transient computer-readable media
are in a user node of a wireless network, the media contain-
ing instructions for a method comprising: transmitting a
temporary QoS (quality of service) request message config-
ured to request that a subsequent specified data message be
processed according to an adjusted QoS level different from
a default QoS level of the user node; and then transmitting,
by the user node, the specified data message, such that a base
station of the wireless network processes the specified data
message at least in part according to the adjusted QoS level,
without changing the default QoS level associated with the
user node.

In another aspect, a system or apparatus comprises a user
node of a wireless network, the user node configured to
transmit a temporary QoS (quality of service) request mes-
sage configured to request that a subsequent specified data
message be processed according to an adjusted QoS level
different from a default QoS level of the user node; and then
to transmit, by the user node, the specified data message,
such that a base station of the wireless network processes the
specified data message at least in part according to the
adjusted QoS level, without changing the default QoS level
associated with the user node.

In another aspect, a method is for a wireless network,
comprising a base station in signal communication with a
plurality of user nodes, to provide a temporary QoS adjust-
ment to a user node of the plurality, the method comprising:
receiving, from a particular user node, a temporary QoS
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message specifying a particular priority level; then receiv-
ing, from the particular user node, one or more additional
messages comprising, at least, a data message; and process-
ing the one or more additional messages according to the
temporary QoS or the specified priority level or both; then
processing a subsequent message according to the initial
QoS.

In another aspect, computer-readable non-transient media
are in a wireless network comprising a base station in signal
communication with a plurality of user nodes, the media
containing instructions causing the network to perform a
method comprising: receiving, from a particular user node
of the plurality, a message comprising a temporary QoS
(quality of service) request; determining that the temporary
QoS message requests a temporary QoS level different from
a default QoS level of the particular user node; and process-
ing, at least in part according to the temporary QoS level,
one or more messages related to the particular user node
after the temporary QoS request message, the one or more
messages comprising at least a data message, wherein the
processing with the temporary QoS level is at least in part
related to the transmission of the one or more messages to
a destination; such that the default QoS level of the particu-
lar user node, after the data message has been processed, is
the same QoS level as before the temporary QoS request was
transmitted.

In another aspect, a system or apparatus comprises a
wireless network comprising a base station in signal com-
munication with a plurality of user nodes, the base station
configured to process messages from the user nodes accord-
ing to an initial QoS (quality of service), the base station
further configured to perform a method comprising: receiv-
ing, from a particular user node, a temporary QoS message
specifying a particular priority level; then receiving, from
the particular user node, one or more additional messages
comprising, at least, a data message; and processing the one
or more additional messages according to the temporary
QoS or the specified priority level or both; then processing
a subsequent message according to the initial QoS.

In another aspect, non-transient computer-readable media
are in a base station, or in a core network operably connected
to the base station, the base station in signal communication
with a plurality of user nodes of a wireless communication
network, the media containing instructions for causing the
base station or core network to perform a method compris-
ing: recording, in the memory, a database comprising
addresses and index values, each address associated with
one of the index values, respectively; receiving, from a
particular user node of the plurality, one or more messages
comprising a data message and a particular index value;
determining, from the database, a particular address associ-
ated with the particular index value; and transferring the data
message, or a message derived therefrom, to the particular
address.

In another aspect, a method is for transferring a wireless
message in a wireless network, the method comprising:
receiving the wireless message from a user node of the
wireless network, the wireless message including an index
value; determining, based at least in part on the index value,
a destination address; and transferring the message to the
destination address.

In another aspect, non-transient computer-readable media
are in a base station or core network of a wireless commu-
nication network, wherein: the media contains a database
comprising a plurality of addresses, at least one address
associated with a respective index value; and wherein the
base station or core network is configured to receive a
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wireless message from a user node, the wireless message
including a particular index value, and to determine, from
the database, a particular address associated with the par-
ticular index value, and to cause the message to be trans-
ferred to the particular address.

In another aspect, a method is for determining a destina-
tion address of a wireless message, comprising: receiving,
by a base station, a wireless message comprising a particular
index value; and determining, by the base station or a core
network operably connected to the base station, the desti-
nation address, according to a database comprising a plu-
rality of addresses, at least some of the plurality of addresses
corresponding to a respective index value.

In another aspect, a system or apparatus comprising a base
station of a wireless network, and a core network operably
connected to the base station, the base station in signal
communication with a plurality of user nodes of the wireless
network, the base station configured to perform a method
comprising: recording, in the memory, a database compris-
ing addresses and index values, each address associated with
one of the index values, respectively; receiving, from a
particular user node of the plurality, one or more messages
comprising a data message and a particular index value;
determining, from the database, a particular address associ-
ated with the particular index value; and transferring the data
message, or a message derived therefrom, to the particular
address.

In another aspect, a method is for a user node of a wireless
network comprising a base station, the method comprising:
transmitting a wireless message to the base station, the
wireless message including an index value associated with
an intended recipient of the wireless message.

In another aspect, non-transient computer-readable media
are in a user node of a wireless communication network,
wherein: the media contain a listing comprising a plurality
of recipients, at least one recipient associated with a respec-
tive index value; and wherein the user node is configured to
transmit a wireless message to a recipient, the wireless
message including a particular index value associated with
a particular recipient in the listing.

In another aspect, a system or apparatus comprises a user
node of a of a wireless communication network, the user
node containing a listing comprising a plurality of recipi-
ents, at least one recipient associated with a respective index
value; and wherein the user node is configured to transmit a
wireless message to a recipient, the wireless message includ-
ing a particular index value associated with a particular
recipient in the listing.

In another aspect, non-transient computer-readable media
are in a wireless network comprising a base station, a core
network operably connected to the base station, and a
plurality of user nodes, the media containing instructions for
causing the network to perform a method comprising:
recording, in a memory, a database comprising addresses
and index values, each address associated with one of the
index values, respectively; receiving, from a particular user
node of the plurality, one or more messages comprising a
data message and a particular index value; determining,
from the database, a particular address associated with the
particular index value; and transferring the data message, or
a message derived therefrom, to the particular address.

In another aspect, a system or apparatus comprises a
wireless network comprising a base station, or in a core
network operably connected to the base station, the base
station in signal communication with a plurality of user
nodes of a wireless communication network, the network
configured to perform a method comprising: recording, in
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the memory, a database comprising addresses and index
values, each address associated with one of the index values,
respectively; receiving, from a particular user node of the
plurality, one or more messages comprising a data message
and a particular index value; determining, from the database,
a particular address associated with the particular index
value; and transferring the data message, or a message
derived therefrom, to the particular address.

This summary is provided to introduce a selection of
concepts in a simplified form. The concepts are further
described in the Detailed Description section. Elements or
steps other than those described in this Summary are pos-
sible, and no element or step is necessarily required. This
Summary is not intended to identify key features or essential
features of the claimed subject matter, nor is it intended for
use as an aid in determining the scope of the claimed subject
matter. The claimed subject matter is not limited to imple-
mentations that solve any or all disadvantages noted in any
part of this disclosure.

These and other embodiments are described in further
detail with reference to the figures and accompanying
detailed description as provided below.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1A is a schematic showing communication between
user nodes, a base station, core network, the Internet, and a
destination address, according to prior art.

FIG. 1B is a sequence chart showing a prior-art procedure
for obtaining uplink access.

FIG. 2A is a sequence chart showing an exemplary
embodiment of a procedure for deconflicting scheduling
requests, according to some embodiments.

FIG. 2B is a flowchart showing an exemplary embodi-
ment of a method for deconflicting scheduling requests,
according to some embodiments.

FIG. 3A is a schematic showing an exemplary embodi-
ment of a scheduling request message modulated to identify
the ready node, according to some embodiments.

FIG. 3B is a schematic showing an exemplary embodi-
ment of a procedure for mitigating collisions, according to
some embodiments.

FIG. 4A is a sequence chart showing an exemplary
embodiment of a procedure for encoding a BSR message in
an SR signal, according to some embodiments.

FIG. 4B is a flowchart showing an exemplary embodi-
ment of a method for encoding a BSR message in an SR
signal, according to some embodiments.

FIG. 5A is a sequence chart showing an exemplary
embodiment of a procedure for transmitting a BSR message
on a random access channel, according to some embodi-
ments.

FIG. 5B is a flowchart showing an exemplary embodi-
ment of a method for transmitting a BSR message on a
random access channel, according to some embodiments.

FIG. 6A is a sequence chart showing an exemplary
embodiment of a procedure for transmitting a scheduling
request on a random access channel, according to some
embodiments.

FIG. 6B is a flowchart showing an exemplary embodi-
ment of a method for transmitting a scheduling request on a
random access channel, according to some embodiments.

FIG. 7A is a sequence chart showing an exemplary
embodiment of a procedure for transmitting a data message
on a random access channel, according to some embodi-
ments.
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FIG. 7B is a flowchart showing an exemplary embodi-
ment of a method for transmitting a data message on a
random access channel, according to some embodiments.

FIG. 8A is a sequence chart showing an exemplary
embodiment of a procedure for transmitting header files
before a data message is ready, according to some embodi-
ments.

FIG. 8B is a flowchart showing an exemplary embodi-
ment of a method for transmitting header files before a data
message is ready, according to some embodiments.

FIG. 9A is a sequence chart showing an exemplary
embodiment of a procedure for encoding a destination
address in an SR message, according to some embodiments.

FIG. 9B is a flowchart showing an exemplary embodi-
ment of a method for encoding a destination address in an
SR message, according to some embodiments.

FIG. 10A is a sequence chart showing an exemplary
embodiment of a procedure for including a destination
address with a BSR message, according to some embodi-
ments.

FIG. 10B is a flowchart showing an exemplary embodi-
ment of a method for including a destination address with a
BSR message, according to some embodiments.

FIG. 11A is a sequence chart showing an exemplary
embodiment of a procedure for including a destination
address and a BSR message with a scheduling request,
according to some embodiments.

FIG. 11B is a flowchart showing an exemplary embodi-
ment of a method for including a destination address and a
BSR message with a scheduling request, according to some
embodiments.

FIG. 12A is a sequence chart showing an exemplary
embodiment of a procedure for transmitting a BSR message
and a destination address on a random access channel,
according to some embodiments.

FIG. 12B is a flowchart showing an exemplary embodi-
ment of a method for transmitting a BSR message and a
destination address on a random access channel, according
to some embodiments.

FIG. 13A is a sequence chart showing an exemplary
embodiment of a procedure for transmitting a scheduling
request and a destination address on a random access
channel, according to some embodiments.

FIG. 13B is a flowchart showing an exemplary embodi-
ment of a method for transmitting a scheduling request and
a destination address on a random access channel, according
to some embodiments.

FIG. 14A is a sequence chart showing an exemplary
embodiment of a procedure for transmitting a complete
message sequence on a random access channel, according to
some embodiments.

FIG. 14B is a flowchart showing an exemplary embodi-
ment of a method for transmitting a complete message
sequence on a random access channel, according to some
embodiments.

FIG. 15A is a sequence chart showing an exemplary
embodiment of a procedure for transmitting a complete
message sequence on a random access channel while avoid-
ing noise, according to some embodiments.

FIG. 15B is a flowchart showing an exemplary embodi-
ment of a method for transmitting a complete message
sequence on a random access channel while avoiding noise,
according to some embodiments.

FIG. 16A is a sequence chart showing an exemplary
embodiment of a procedure for transmitting a complete
message sequence including a destination address on a
random access channel, according to some embodiments.
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FIG. 16B is a flowchart showing an exemplary embodi-
ment of a method for transmitting a complete message
sequence including a destination address on a random access
channel, according to some embodiments.

FIG. 17A is a sequence chart showing an exemplary
embodiment of a procedure for transmitting header infor-
mation including a destination address before a data mes-
sage is ready, according to some embodiments.

FIG. 17B is a flowchart showing an exemplary embodi-
ment of a method for transmitting header information
including a destination address before a data message is
ready, according to some embodiments.

FIG. 18A is a sequence chart showing an exemplary
embodiment of a procedure for transmitting a header includ-
ing a CRC before a data message is ready, according to some
embodiments.

FIG. 18B is a flowchart showing an exemplary embodi-
ment of a method for transmitting a header including a CRC
before a data message is ready, according to some embodi-
ments.

FIG. 19 is a schematic showing an exemplary embodi-
ment of a resource block including a message and noise,
according to some embodiments.

FIG. 20A is a sequence chart showing an exemplary
embodiment of a procedure for including a QoS request in
an SR message, according to some embodiments.

FIG. 20B is a flowchart showing an exemplary embodi-
ment of a method for including a QoS request in an SR
message, according to some embodiments.

FIG. 21A is a sequence chart showing an exemplary
embodiment of a procedure for providing a QoS request
with a BSR message, according to some embodiments.

FIG. 21B is a flowchart showing an exemplary embodi-
ment of a method for providing a QoS request with a BSR
message, according to some embodiments.

FIG. 22A is a sequence chart showing an exemplary
embodiment of a procedure for providing a QoS request
with a data message, according to some embodiments.

FIG. 22B is a flowchart showing an exemplary embodi-
ment of a method for providing a QoS request with a data
message, according to some embodiments.

FIG. 23A is a sequence chart showing an exemplary
embodiment of a procedure for providing a QoS request
synchronously on a random access channel, according to
some embodiments.

FIG. 23B is a flowchart showing an exemplary embodi-
ment of a method for providing a QoS request synchro-
nously on a random access channel, according to some
embodiments.

FIG. 24A is a sequence chart showing an exemplary
embodiment of a procedure for providing a QoS request
asynchronously on a random access channel, according to
some embodiments.

FIG. 24B is a flowchart showing an exemplary embodi-
ment of a method for providing a QoS request asynchro-
nously on a random access channel, according to some
embodiments.

FIG. 25A is a sequence chart showing an exemplary
embodiment of a procedure for providing a QoS request
with a destination message and a data message, according to
some embodiments.

FIG. 25B is a flowchart showing an exemplary embodi-
ment of a method for providing a QoS request with a
destination message and a data message, according to some
embodiments.

FIG. 26A is a sequence chart showing an exemplary
embodiment of a procedure for providing a QoS request
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with a destination message before a data message is ready to
send, according to some embodiments.

FIG. 26B is a flowchart showing an exemplary embodi-
ment of a method for providing a QoS request with a
destination message before a data message is ready to send,
according to some embodiments.

FIG. 27 is a chart showing an exemplary embodiment of
a code for requesting a QoS adjustment, according to some
embodiments.

FIG. 28 is a flowchart showing an exemplary embodiment
of a method for using a recipient database, according to
some embodiments.

FIG. 29 is a chart showing an exemplary embodiment of
a code for a recipient database, according to some embodi-
ments.

FIG. 30 is a flowchart showing an exemplary embodiment
of a method for adjusting and implementing an artificial
intelligence procedure, according to some embodiments.

FIG. 31 is a schematic showing an exemplary embodi-
ment of an artificial intelligence model, according to some
embodiments.

FIG. 32 is a flowchart showing an exemplary embodiment
of' a method for selecting operational parameters, according
to some embodiments.

Like reference numerals refer to like elements throughout.

DETAILED DESCRIPTION

Disclosed herein are systems and methods for reducing
delays and providing low-latency communication in 5G and
future 6G networks. Systems and methods disclosed herein
(the “systems” and “methods”, also occasionally termed
“embodiments” or “arrangements”, generally according to
present principles) can provide urgently needed wireless
communication protocols to reduce access delays, provide
low-latency communication, and provide easier network
access in managed networks such as 5G and future 6G
networks, according to some embodiments. The protocols
may include pre-grant information uploads that enable a user
node of a network to deliver information to a base station
before receiving an uplink grant from the base station. Other
protocols include arranging scheduling requests to avoid
collisions at high traffic density. Further protocols specify
how a destination address can be communicated to enable a
core network to arrange a timely transfer. A user-specific
address database maintained by the network is also dis-
closed. Some embodiments include a request for temporary
increase in priority, to allow a specific data message to be
transmitted without delay when necessary. Artificial intelli-
gence (Al) systems and methods are disclosed that may
provide improved network performance including reduced
delays and greater throughput, according to some embodi-
ments. In some implementations, a combination of multiple
disclosed techniques, or all of the disclosed techniques, may
be employed. The methods and procedures disclosed herein
may be implemented as a software upgrade rather than
involving hardware development, and therefore may be
applied at low cost and then modified at low cost, according
to some embodiments.

A prior-art wireless network generally includes a base
station (or gNB, generation Node B, eNB, evolved Node B,
AP, access point, or the like) in signal communication with
a plurality of user nodes (or UE, user equipment, terminals,
user devices, or the like). In a managed network such as 5G
(fifth-generation wireless technology), a user node wishing
to transmit a data message is required to first send an SR
(scheduling request) message at a pre-assigned time called
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an “SR opportunity” herein. The base station then sends a
grant and the user node uploads a BSR (buffer status report)
message or other message indicating the size of the data
message, so that the base station can plan a suitable time for
the data message to be uploaded. The base station then sends
a second grant to the user node indicating when, and on what
frequency or subchannel or subchannels etc., the user may
transmit the data message. The user node then transmits the
data message as instructed. An SR message is generally a
single-bit signal encoded in one symbol. The base station
may assign particular, periodically repeating, SR opportu-
nities to a user node. For example, the base station can
“assign” SR opportunities to a user node by transmitting a
message such as an RRC (radio resource control) message to
the user node indicating when such SR opportunities are
available and on what frequencies, usually the frequency of
the PUCCH (physical uplink control channel). When the
user node wishes to transmit a message, the user node waits
for its next periodic SR opportunity and transmits the SR
message on the PUCCH channel at that time. The base
station detects the SR message and, based on the time and
frequency, determines which node transmitted the SR mes-
sage. The base station can assign further SR opportunities to
other nodes in the network. Any user nodes that lack
assigned SR opportunities can initiate communication on the
RACH (random access) channel.

Unfortunately, this arrangement is extremely wasteful
since most of the SR opportunities are unused. In addition,
a user node wishing to transmit must wait a time, often a
very significant time, until its next SR opportunity recurs, an
unacceptable delay for a low-latency application. The base
station could assign more frequent SR opportunities to
reduce the average waiting time, but that would waste even
more resources. The base station may assign multiple user
nodes to “share” the same SR resources, thereby multiplying
the number of SR opportunities that each user node may
access. However, the base station would not know which of
the sharing user nodes had requested the grant. In addition,
sharing resources may lead to collisions between user nodes
transmitting at the same time. The user nodes may try again
upon the next SR opportunity, and therefore they collide
again, likely continuing to collide until they exhaust their
allocated number of attempts, and then must perform a
backoft delay. In some cases, the collision may be resolved
by further signaling to identify one of the nodes, but then the
other one of the competing user nodes is generally forced to
start all over later.

Another bottleneck is the destination address, which is
generally encoded in the data message. The base station
must receive the data message and decode it to find the
destination address, which takes time to upload and repre-
sents a burden for a busy base station processor. In addition,
the data message generally must be transferred to the
recipient in a series of “hops” or handoffs between stations,
and time is required to set up that arrangement and reserve
bandwidth for the data message.

Disclosed below are systems and methods designed to
address these and other limitations to rapid uplink access
and easy network communication, according to some
embodiments. In some embodiments, the base station may
assign multiple user nodes to share certain SR opportunities,
and may assign different modulation states to each of the
sharing partners, so that the base station may then receive an
SR message and determine, from the modulation, which user
node requests an uplink grant. In other embodiments, the
base station may employ a scrambling code to cause each
user node to have different sharing partners upon each SR
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opportunity, so that any collisions may be rapidly resolved.
It may be important for the base station to determine the
identity of a user node requesting service so that the base
station can provide an appropriate level of service, according
to the user node’s priority, in scheduling and processing the
subsequent messages. As mentioned, the base station may
assign the modulation state, scrambling code, etc. to each
user node by transmitting unicast messages to the user node
such as RRC messages or the like.

Following a collision between SR messages, the colliding
user nodes may try again after a variable delay, for which
multiple versions are disclosed, in addition to protocols that
resolve the collision without delays. For even faster uplink
access, some embodiments of the systems and methods may
include “pre-grant” information, which is information that a
user node may transfer to the base station prior to receiving
an uplink grant, thereby avoiding some of the delays
involved in current 5G access procedures. For example, a
BSR (buffer state report) message may be transmitted in
place of the SR message, thereby avoiding a complete
message handshake. Alternatively, a BSR message may be
transmitted on a random access channel at the same time, or
within a time interval, of the SR message on the PUCCH
channel, thereby providing both the identity information and
the size information pre-grant. Some embodiments further
include transmitting the destination address, or a code rep-
resenting it, or a QoS (quality of service) message requesting
special handling, or other pre-grant message, on the random
access channel or other unscheduled, monitored channel
which is allocated by the base station for user-initiated
messages. The base station may then receive the SR message
and the time-synchronized pre-grant messages on the ran-
dom access channel and thereby avoid delays involved in
acquiring that information separately. Further embodiments
may include transmitting messages on a random access
channel, or other monitored but unscheduled channel that
the base station may allocate, such as sending the data
message along with a header identifying the transmitting
node, without waiting for an SR opportunity. The header and
data message may contain all the information needed to
transfer the data message to the recipient without further
delay, thereby providing very low latency in some embodi-
ments. For even faster access, the user node may transmit the
header on the random access channel (or other channel) even
before the data message is ready to send, by timing the
transmission so that the header messages will be finished
when the data message becomes ready, thereby providing
very low latency.

As used herein, a channel or subchannel is “monitored” if
the base station is configured to detect messages transmitted
on the channel, and it is “unscheduled” if the base station
does not require permission or provide grants for nodes to
transmit on the channel. The random access channel is a
monitored but unscheduled channel. In addition, the base
station may allocate other channels or subchannels for
various purposes such as random access, and may indicate
that those channels are unscheduled, and may indicate which
user nodes may transmit on each such channel. As used
herein, a message is transmitted “pre-grant” if the message
is transmitted without an associated uplink grant. A message
is “user-initiated” if the message is transmitted at a time of
the user’s choosing, usually on an unscheduled channel.
Random access channels are referred to as RACH which
generally implies an abstract channel concept, as opposed to
PRACH meaning the physical random access channel. How-
ever, the network may assign numerous physical channels to
be random access operationally. Therefore, herein, all such
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channels are termed RACH to encompass any and all
monitored unscheduled communication channels in the net-
work.

The systems and methods may further include an algo-
rithm, such as an Al (artificial intelligence) algorithm,
operated by the base station (or by a core network connected
to the base station), configured to assist in decision-making
about network operations. In some embodiments, such an
algorithm may provide improved network operation by
determining how SR opportunities are allocated, how many
random access channels are available and which user nodes
may access them, which user nodes may be given special
services such as using a compact code in place of bulky
destination addresses, or requesting a temporary change in
priority for a particular data message, for example. The Al
algorithm may be based on a QoS or other priority measure
of the user node and/or its waiting message, as well as an
administrative status of the user node, a fee basis or sub-
scription level of the user node, the current traffic density,
the length of the planned data message, the current traffic
density, and other factors.

Advanced wireless communication systems implement-
ing embodiments of the systems and methods disclosed
herein may obtain fewer and shorter delay times for trans-
mitting a data message, leading to reduced latency and fewer
message failures, according to some embodiments. The
pre-grant information can inform the base station of the
ready node’s identity even when the SR message is shared
among multiple user nodes, while parallel signaling of the
BSR message (or equivalent) may enable the base station to
skip a complete grant-response cycle for uplink messaging.
Users may request special handling, particularly for critical,
low-latency messages. The base station may prepare and
maintain a database of addresses for each user node, thereby
allowing the user nodes to specify the recipient faster and
more conveniently than with the full MAC address. As the
5G rollout proceeds and the next generation 6G technologies
are developed, users are going to demand communication
improvements such as those disclosed here.

Turning now to the figures, FIG. 1A is a schematic
showing communication between user nodes, a base station,
core network, the Internet, and a destination address, accord-
ing to prior art. Radio signals are shown as jagged lines,
local wired signals as solid arrows, and long-distance com-
munication (such as fiber optic and microwave beams) as a
double arrow. A network such as a cell or LAN (local area
network) typically includes a base station in radio signal
communication with a plurality of user nodes and operably
connected to a core network that provides administration
and other non-radio services including interface to a wider
network such as the Internet. In the figure, user nodes
transmit wireless messages to the base station, which passes
the message, or a subset, to the core network, which recon-
figures the message as a “relay” message for transfer in the
wider network, eventually arriving at the intended destina-
tion.

FIG. 1B is a sequence chart showing a prior-art procedure
for obtaining uplink access in 5G. A sequence chart is a chart
with time along the horizontal axis and one or more items
shown sequentially along lines representing different signals
or channels, similar to an oscilloscope screen or a logic
analyzer display. Simultaneity is shown by a vertical dotted
arrow and causation or other time synchronization is shown
as a tilted dotted arrow, accounting for propagation delays or
electronic delays or the like. In FIG. 1, the starting time is
indicated by a vertical line 101 at which a data message
becomes ready to transmit, or alternatively the BSR register
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becomes filled with the ready data. The first horizontal line
shows SR opportunities 102, rendered in dash since they are
not real signals but merely prearranged times at which nodes
may transmit SR messages. The second line shows signals of
the user node on the PUCCH control channel, the next line
shows signals from the user node on the PUSCH (physical
uplink shared channel), the next line shows signals from the
base station on the PDCCH (physical downlink control
channel), and the last line shows signals of the core network.
Although signals are shown as time-like rectangles in the
chart, each message may be transmitted in multiple sub-
channels or frequencies at the same time. For example, a
message of twelve symbols may be transmitted in twelve
simultaneous subchannels. Such a message would occupy a
very short time interval corresponding to a single symbol
duration. For clarity, however, sequence charts generally
show messages as squares or time-like rectangles.

After the Data Ready time 101, the user node waits until
an SR opportunity 102 comes around, and then transmits a
scheduling request SR 103 at the time of one of the SR
opportunities 102. The SR message 103 is a single message
symbol in this example, although in other cases a longer SR
message of two or more symbols can be arranged. The SR
message 103 prompts the base station to download a grant
104 labeled Gr-BSR, enabling the user node to transmit a
BSR message and possibly other short related messages, but
usually not long enough to accommodate a data message
unless the data message is quite short. In the depicted case,
the user node responds to grant Gr-BSR 104 by transmitting
a BSR message 105 on the PUSCH uplink shared channel,
thereby indicating the size of the planned data message. The
base station then schedules resources for the data message
and issues another grant 106 labeled Gr-DAT for the data
message. This enables the user node to transmit the data
message DAT 107 on the PUSCH channel. The base station
then transfers the data message 107 to the core network,
which prepares a relay message 109 (partially visible) from
the content of the data message 107, and passes it to other
networks in a multi-hop relay process until the relay mes-
sage 109 reaches the intended recipient. The total transmis-
sion delay (TDly) 108, from Data Ready 101 to the trans-
mission of the DAT message 107, is indicated as 108. As
used herein, “transmitting” refers to wireless radio commu-
nication between a user node and a base station, whereas
“transferring” refers to data handoff between stations or core
networks by non-radio means (usually), such as coaxial or
fiber-optic cable, microwave beams, and the like.

FIG. 2A is a sequence chart showing an exemplary
embodiment of a procedure for resolving collisions between
SR messages, according to some embodiments of the sys-
tems and methods. The horizontal lines show the SR oppor-
tunities 202, signals of a user node-1 on the PUCCH uplink
control channel, signals of another user node-2 on the same
channel, and signals of the base station, versus time starting
with a Data Ready time 201. Here the two nodes user node-1
and user node-2 both have data ready to transmit and
therefore they both transmit two SR messages SR-1 and
SR-2, 251 and 252, upon the same SR opportunity 202 (that
is, at the same time on the same frequency). The SR
messages therefore interfere, rendering them unintelligible,
and therefore the base station disregards the signal. (As used
herein, a message is “disregarded” if it is not further
substantively employed in the processing or transmitting of
messages.) Upon failing to receive an uplink grant, the two
nodes may transmit again after a variable backoft delay,
shown as Dly-1 271 for user node-1 and Dly-2 272 for user
node-2. Since Dly-1 and Dly 2 are different, the second
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transmissions SR-3 and SR-4 (253 and 254) occur upon
different SR opportunities, and therefore they do not collide
a second time, and therefore the base station accepts them by
transmitting uplink grants Gr-1 and Gr-2 (261 and 262) to
the two user nodes. As used herein, a user node transmits an
SR message, or other message, “in” or “on” an SR oppor-
tunity if the user node transmits the message at the time and
frequency allocated for the SR opportunity. Likewise, a base
station receives a message “at” or “on” an SR opportunity if
the message is received at the time and frequency allocated
for an SR opportunity. Hence the base station, upon receiv-
ing the message at the expected time and frequency, may
interpret the message as an SR request.

The two backoff delays 271-2 may be calculated by any
suitable method that is expected to provide different delay
values for the two user nodes. For example, the backoff
delays 271-2 may be calculated using a function that takes,
as input, a code or number unique to each respective user
node, such as its C-RNTI (cell radio network temporary
identification) code or its MAC (medium access control)
address. The function may also take, as input, another value
which varies pseudorandomly but is the same for the two
user nodes, such as the time of day or the system clock tick
count, for example. The pseudorandom input may provide
that each node does not always calculate the same backoff
delay, but rather gets different delays at different times, for
greater fairness. The function may then take the identity
code and the pseudorandom value as inputs, and may
calculate from them, as output, a number of microseconds or
symbol times or SR opportunities or other measure of delay
that each node must wait before retransmitting. Alterna-
tively, the output may be a pointer or index referring to a
predetermined table of delay values. The function may also
take, as input, conditions such as the current wireless traffic
density, the current message collision rate or message failure
rate, the priority of the user node, and/or other factors that
may influence the choice of delay values. For example, in
heavy traffic or in conditions where the message failure rate
is high, the function may produce longer delay times, and
when traffic is light the function may provide shorter delays
on average. In addition, the function may produce longer
delay times for long data messages and short delay times for
a brief planned data message. The function may produce
shorter delays for high-priority user nodes, or none at all for
an emergency user.

The procedure of FIG. 2A may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 2B is a flowchart showing an exemplary embodi-
ment of a method for deconflicting scheduling requests,
according to some embodiments. In this example, the base
station assigns multiple user nodes to the same SR oppor-
tunities, for faster uplink access. The base station also
assigns a different delay pattern for each user node to use
after a collision, thereby resolving the collision.

At 251, a base station of a wireless network assigns
specific delay functions to the user nodes Node-1 and
Node-2 respectively. Node-1 and Node-2 can use the func-
tion to calculate post-collision delays according to their own
unique identity code, a pseudorandom input such as the
network clock, the traffic density or collision rate, the
priorities of the user nodes, and other factors.

At 252, the base station assigns an SR opportunity
SROpp-1 to both Node-1 and Node-2. Thus Node-1 and
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Node-2 “share” the same SR opportunity SROpp-1. At 253,
the base station assigns a later set of SR opportunities to the
nodes: SROpp-3 is assigned to Node-2 and SROpp-4 to
Node-1, which are different SR opportunities. Thus, the two
nodes do not share SR opportunities when they re-transmit.
If they collide in SROpp-1, they will not collide when they
try again because SROpp-3 is different from SROpp-4,
thereby resolving the collision.

The base station may assign each SR opportunity and
modulation state explicitly for each user node, although that
may involve downloading large tables to the nodes. Alter-
natively, and more compactly, the base station may assign a
different periodicity in the SR opportunities to the two
nodes. SR opportunities are typically assigned with a peri-
odicity or interval between successive SR opportunities. If
the two nodes share one SR opportunity, they will not share
the subsequent SR opportunity due to the difference in their
periodicities. Therefore, if they collide in one SR opportu-
nity, they will probably not collide upon the re-try, due to
their different periodicities. As a further alternative, the base
station may assign a scrambling code to each user node, the
scrambling code configured to determine different SR
opportunities for each user node, and may thereby provide
that the user nodes have different sharing partners upon each
SR opportunity.

In most networks, a sufficient number of SR opportunities
are provided that most of the SR opportunities are blank, that
is, not employed for an SR message. Upon receiving an SR
message, the base station can determine which user node
wants to talk according to the SR opportunity of the SR
message, and can provide an uplink grant to that ready node.
However, in this example, at 254, both Node-1 and Node-2
happen to have a data message ready to send when the first
SR opportunity SROpp-1 occurs, and therefore they both
transmit SR messages in the same SR opportunity, causing
a message collision. The base station can generally deter-
mine from the interfering messages that more than one node
seeks an uplink grant, and that the ready nodes belong to the
subset that shares SROpp-1 according to the time and
subchannel on which they are received by the base station.
However, it is generally not possible to separate the two
short messages transmitted at the same time in the same
frequency since their RF waves interfere. The base station
therefore does nothing at 255. Alternatively, the base station
may interpret the interfering signals as indicating a modu-
lation state equal to the sum or average of the Node-1 and
Node-2 modulation states, and may send an unexpected
grant to whichever user node is associated with that com-
bined modulation state. In each case, Node-1 and Node-2
both fail to receive uplink grants, and therefore they transmit
again upon their next respective SR opportunities. At 256,
Node-2 transmits its SR message again on its SROpp-3
instance, and at 257 the base station responds with a grant
to Node-2. Then at 258, Node-1 transmits its SR message
upon its next SR opportunity which is SROpp-4 (different
from SROpp-3) so these two SR messages occur at different
times and do not collide a second time. At 259 the base
station receives Node-1’s SR message and provides Node-1
with an uplink grant. Thus, both nodes have received grants
in this manner. An advantage of assigning multiple user
nodes to share a particular SR opportunity may be that fewer
resource elements are consumed by the SR opportunities
than if each user node were assigned its SR opportunities
exclusively. In addition, each user node may have access to
multiple shared SR opportunities, and therefore would not
have to wait as long for the next SR opportunity to occur,
than if each node had only exclusive SR opportunities
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(assuming the same amount of resources dedicated to SR
opportunities). Therefore, assigning multiple user nodes to
share each SR opportunity can save otherwise wasted
resources and can also provide faster uplink access than
exclusively assigned SR opportunities, according to some
embodiments.

An advantage of assigning a different periodicity to each
user node’s SR opportunities (or of providing a scrambling
code or other formula for varying each user node’s assigned
SR opportunities) may be that in the subset of user nodes
sharing each SR opportunity, each user node may have
different sharing partners upon each SR opportunity, so that
two user nodes that share one SR opportunity may be
unlikely to share a subsequent SR opportunity. Another
advantage may be that collisions between SR messages in
one SR opportunity may be quickly and automatically
resolved when the two competing nodes re-transmit their SR
messages in their next (different) assigned SR opportunities.

The procedure of FIG. 2B may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 3A shows an exemplary embodiment of an SR
message in which the ready node is identified by the
modulation of the SR message, according to some embodi-
ments. Distinct modulation of each user node’s SR messages
may thereby enable the base station to identify each user
node’s request according to the modulation state of the SR
message. Multiple nodes may then share the same SR
opportunities, each with a different modulation state
assigned. Each user node may be identified according to the
timing, frequency, and modulation the SR message. Since
each SR opportunity is shared among N user nodes, each
user node can then access the SR opportunities N times more
frequently than otherwise, without wasting additional
resources, N being the number of distinct modulation states
in the modulation table.

To illustrate this procedure, FIG. 3A shows a modulation
table 301 and a resource block 302. The modulation table
301 in this case is 16QAM (quadrature amplitude modula-
tion with 16 distinct modulation states). Each state in the
modulation table 301 is generated by one of the amplitude
levels and one of the phase levels respectively, as repre-
sented by each of the positions in the modulation table 301.
A particular modulation state 303 has been assigned to a
particular user node, the modulation state indicated by a
vertical hatch fill. Up to 15 other nodes may be assigned to
the other modulation states of the modulation table 301 such
that no two user nodes sharing the same SR opportunity are
assigned the same modulation state. Those user nodes can
then share the same SR opportunities, since their SR mes-
sages will be readily distinguished according to their indi-
vidual modulation states.

As used herein, a modulation state or an SR opportunity
may be “assigned” to a user node by the base station, which
transmits a message such as an RRC message to the user
node specifying the time and frequency of the SR opportu-
nity, and/or the modulation state to use for SR requests in
that SR opportunity. Alternatively, the base station may
assign multiple SR opportunities to a user node, along with
associated modulation states, by transmitting a message to
the user node specifying a formula or algorithm or code by
which the user node may calculate the times and frequencies
of its assigned SR opportunities, and the modulation states
associated with them.
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The resource block 302 consists of a number of subchan-
nels in frequency and a number of intervals in time. The
intervals are called “symbol times” herein, each symbol time
being the width of a single symbol in time. A resource
element is a time and a frequency during which a user node
may transmit a single modulated symbol of information.
Although resource blocks usually have twelve subchannels,
for clarity only three subchannels are shown. The resource
block 302 includes fourteen symbol times, representing one
slot, or two half-slots. Each subchannel and symbol time
together define one resource element. The resource block
302 includes several SR opportunities assigned to various
nodes in the network, shown as rectangles, each rectangle in
the resource block 302 being a separate SR opportunity. The
rest of the resource block 302 (outside the rectangles) is not
assigned for SR opportunities, but is used for other purposes
such as downlink signaling and uplink data transfer.

The particular user node, before transmitting a data mes-
sage, must first transmit an SR message using its assigned
modulation state 303 upon one of its assigned SR opportu-
nities. For example, the resource element 304 has been
assigned as an SR opportunity for all sixteen nodes of the
modulation table 301, including the particular user node that
has modulation state 303. When the particular user node
wants to send a data message, it waits for the particular
resource element 304 that serves as its SR opportunity, and
then transmits an SR message using its assigned modulation
state 303, as indicated by an arrow. The particular resource
element 304 is shown with vertical hatch fill, indicating that
the particular user node has transmitted an SR message at
that time using the particular node’s assigned modulation
state 303. The base station can detect the SR message, and
can determine from the time and subchannel of the particular
resource element 304, and the particular modulation 303,
which of the user nodes has a data message ready to send.
The base station can then download a grant to the particular
user node, receive a BSR message, send another grant, and
receive the full DAT message that the particular node wishes
to send.

An advantage of assigning the same resource element 304
to a plurality of user nodes, each user node being assigned
a different modulation state in the modulation table 301, may
be that the SR opportunities may be provided more fre-
quently than for an unshared SR opportunity. Another
advantage may be that fewer resources are wasted since it is
more likely that a particular SR opportunity will be occupied
when multiple user nodes can access it. An advantage of
assigning different modulation states to the various user
nodes sharing the same SR opportunities may be that the
ready node may be identified according to the time, fre-
quency, and modulation of the SR message, thereby saving
time and resolving ambiguities before any grants are down-
loaded. For example, the base station, knowing which user
node seeks a grant and also knowing the QoS or priority of
that user node, may decide to delay the grant, or may
accelerate the access process for a high-priority or emer-
gency type user node. Providing the identity information in
the form of the SR message modulation state, may thereby
allow the base station to better manage the communications
when multiple user nodes share the same SR opportunities.

The procedure of FIG. 3A may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.
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FIG. 3B shows an exemplary procedure to mitigate col-
lisions between SR messages, according to some embodi-
ments. When multiple user nodes are assigned to the same
resource element, collisions are possible in case two of those
user nodes decide to transmit at the same time. If the user
nodes are assigned the same series of SR opportunities in
time and frequency, they will likely collide repeatedly upon
each successive SR opportunity because they will both
continue trying to gain access, until one or both has
exhausted their permitted repeats. A better way to handle
such collisions may be to assign different periodicities of SR
opportunities to the user nodes, and/or different subchannels
in subsequent SR opportunities to the various sharing user
nodes, so they will not repeatedly collide. For example, the
nodes that share (that is, are mutually assigned to) a par-
ticular SR opportunity in one cycle, may be assigned dif-
ferent SR opportunities upon the next cycle. If they collide
in one instance, they will then not collide when they transmit
on the next available SR opportunity for each node, because
they will be in different resource elements on the second
time they transmit. More specifically, the user nodes that
share a particular resource element at one time may be
assigned different subchannels and/or different symbol times
when their next SR opportunities occur, and therefore they
would not collide a second time, according to some embodi-
ments.

In the depicted example, a first user node is assigned a first
modulation state 353 (shown as a vertical hatch fill) and a
second user node is assigned a second modulation state 355
(horizontal hatch) in the modulation table 351. The first and
second user nodes may be assigned to share an initial SR
opportunity such as the resource element 354 of a resource
block 352. In addition, the first and second user nodes are
also assigned subsequent SR opportunities, continuing in a
predetermined pattern of frequencies and times. For
example, the first user node may be assigned the initial
resource element 354 upon the first instance, and then a first
subsequent resource element 356 for its next SR opportunity.
Importantly, a different set of user nodes share the first
subsequent resource element 356 with the first user node
(that is, different from the sharing partners in the initial
resource element 356). Likewise, the second user node may
be assigned the initial shared resource element 354 along
with the first user node, but then for its next SR opportunity
it may be assigned a different frequency and/or symbol time
than the first user node, such as the second subsequent
resource element 357. Thus, the first and second user nodes
may share the initial resource element 354 in one instance,
but upon their next SR opportunity they have different
resource elements 356-357, which are shown with vertical
and horizontal hatch fill according to the modulation assign-
ments of the first and second nodes, respectively. The
collided resource element 354 is shown with cross hatch fill,
indicating that both modulation states 353 and 355 are
present at the same time, thereby causing a collision. Curved
arrows from the collided resource element 354 to the next set
of resource elements 356 and 357 show how the collided
messages may be retransmitted in different resource ele-
ments 356-357 and therefore would not be collided a second
time when retransmitted. A code or plan or table or formula
specifying each user node’s SR opportunities and modula-
tion states may be assigned by the base station, for example
by downloading an RRC message or the like, indicating
which resource elements will serve as SR opportunities for
each user node separately. The base station may assign a
different scrambling code or the like to each of the user
nodes, and the user nodes can then determine which SR
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opportunities they can access, and with which modulation
state, according to the scrambling code. The various user
nodes in the network may be assigned resource elements
according to a scrambling code that causes the user nodes to
change sharing partners upon each SR opportunity, or other
interval, to avoid repeated collisions between user nodes
seeking access.

To recap this example, both user nodes happen to transmit
SR messages simultaneously, using modulation states 353
and 355, as indicated by two arrows; hence both SR mes-
sages interfere in the initial resource element 354, as indi-
cated by the cross-hatch fill. The base station may detect the
collided messages but likely would not be able to demodu-
late them and would do nothing. The first and second user
nodes, upon failing to get a response to their initial SR
messages, may then transmit again, but now using the first
and second subsequent resource elements 356-357 which do
not collide. Therefore, both of the user nodes can success-
fully transmit their messages to the base station upon their
respective subsequent resource elements 356-357, despite
the initial collision. Importantly, backoft delays or other long
delays are not needed, according to some embodiments. In
addition, the base station can readily determine the identities
of the two user nodes upon receiving their non-colliding
transmissions according to their different modulation states,
despite multiple sharing partners being assigned to each SR
opportunity 356-357.

The assigning of SR opportunities to the various nodes
may be done by the base station explicitly, for example by
downloading a table or list of times and frequencies at which
each user node is permitted to transmit an SR message.
Alternatively, and more compactly, the base station may
contrive a “scrambling code” such as an algorithm or
computer routine or formula with which each user node may
calculate when, and on which subchannel, and with what
modulation state, each user node may transmit. The scram-
bling code may include variables that the base station may
set, so that each user node receives a different version, and
therefore each node is given different SR opportunities, as
intended. The scrambling code may also be configured to
provide more SR opportunities to high-priority or high-
paying user nodes than for other user nodes, for example.
The scrambling codes may also be configured to include, as
input, the traffic density or message collision rate, and then
to provide SR opportunities less often to each user node
when traffic is heavy, to prevent further congestion.

In some embodiments, the scrambling code may be an Al
algorithm or an algorithm derived from machine learning or
an Al model. For example, the Al model may be configured
to determine which user nodes may transmit SR messages
on which frequencies and at which times and using which
modulation states. The Al model may further provide that all
of the user nodes sharing each particular SR opportunity
have distinct modulation state assignments so that the base
station can determine, from the received modulation state
and the time and frequency of the SR message, which user
node transmitted it. In addition, the Al model may provide
that no two user nodes are assigned the same set of SR
opportunities, so that each SR opportunity (time and fre-
quency) is assigned to a different combination of user nodes.
In addition, the Al model may provide a distinct algorithm
or formula or scrambling code for each of the user nodes
respectively, so that each user node may use the algorithm
to determine when, and on which frequency, and using
which modulation state, that user node may transmit an SR
message.
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In the depicted example, the first user node uses the same
modulation state 353 for both of its SR messages, as can be
seen by the same vertical hatch in resource elements 354 and
356. Likewise, the second user node uses its same modula-
tion state 355 for both of its SR messages in resource
elements 354 and 357 as shown by the horizontal hatch.
However, in a practical implementation, it may be necessary
to scramble the modulation assignments of the various nodes
as well as their resource elements, to ensure that no two
nodes sharing the same resource element will have the same
modulation assignment. Thus, the scrambling code may
assign a different set of SR opportunity periodicities to each
user node, and a different pattern of subchannel changes, and
a different series of modulation states, upon each SR oppor-
tunity, for each user node in the network. With that arrange-
ment, each user node may have a different modulation state
from all of its sharing partners upon each SR opportunity
instance, and therefore the base station can identify the ready
node according to its unique modulation state in each SR
opportunity. To the human mind, this continual reshuffling of
the times, frequencies, and modulations of the various nodes
may be difficult to keep track of, but for a computer it is quite
trivial. The base station may inform each user node of its SR
opportunities and modulations by transmitting the scram-
bling code, or other indication of the periodicities and
particular SR resources that the user node is to use, along
with synchronization information about the system clock
and other system information, in an RRC message or the
like. The base station may assign the SR periodicities and
modulations and scrambling code to each user when it joins
the network, or when the SR opportunities are assigned, or
at another time of the base station’s choosing. Each user
node can then follow the indicated code or periodicity to
determine which subchannel, symbol time, and modulation
state is to be used for each SR message.

An advantage of varying the resource elements and modu-
lation assignments of the various user nodes among different
successive SR opportunities may be that collisions may be
automatically resolved when the user nodes re-transmit their
SR messages, since each node has different sharing partners
upon each SR opportunity. Another advantage may be that
the base station, by detecting the collided SR messages, may
determine when the collision rate rises above a predeter-
mined threshold, and then may assign more resource ele-
ments for use as SR opportunities to handle the increased
traffic demands. The base station may also determine when
the collision rate of SR messages has become sufficiently
low that some of the resource elements assigned to SR
messaging are not needed and may be reassigned to other
tasks. Another advantage may be that the procedure may be
implemented as a software update, a low-risk low-cost way
of providing the improvements suggested, according to
some embodiments.

As a further option, the base station or core network may
use artificial intelligence (Al) to allocate SR opportunities to
the various user nodes in a network. Optimizing the number
and timing of the SR opportunities is a complex problem
because each SR opportunity has a cost in terms of resources
allocated to the SR opportunities, and also in terms of the
attention of the base station, since the base station is
expected to monitor each allocated SR opportunity along
with numerous other channels and simultaneous tasks. On
the other hand, each user node would like to have more SR
opportunities assigned to it, so as to minimize the waiting
time when it wishes to transmit. Each user node also desires
fewer sharing partners, preferably zero, and more SR oppor-
tunities. Each user node has different priorities, different
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QoS requirements, different message sizes and usage rates,
among many other factors that may influence the allocation
of resources. If the base station provides frequent, near-
continuous SR opportunities for each user node in the
network, and gives each user node exclusive use of its
allocated SR opportunities, then vast amounts of bandwidth
may be wasted. Although each user node may desire such
broad access for its own use, the effect of providing it to all
the user nodes may be wasteful of resources and may crash
the base station which generally has a limited number of
channels that it can monitor at any time. In addition,
conditions such as the traffic density, presence or absence of
external interference, geographical extent of the user nodes
relative to the base station, presence or absence of electro-
magnetic absorbers or scatters (such as hills and tall build-
ings) potentially blocking certain users, may also influence
the success of the resource allocation. Finally, the conditions
may fluctuate on a millisecond basis.

In a problem of this complexity, Al may be able to offer
substantial assistance by providing methods or algorithms
which base stations may use to simplify decision-making
relative to allocation of SR opportunities and related
resources. Development of an Al model generally starts with
a large number of observations under varying conditions,
and then performs an iterative relaxation calculation such as
guided learning based on those examples, and attempts to
derive predictive outputs based on the input parameters. The
outputs may be a prediction of the subsequent network
performance given the current conditions, or it may provide
a recommended plan of SR opportunities such as the number
and periodicity of SR opportunities, the number of nodes to
share each SR opportunity, and the like. The inputs to the Al
model may include the number of user nodes in the network,
the traffic density, and many other parameters that the base
station or core network may measure. A further input may be
a network performance metric that the network wishes to
optimize, such as throughput, reducing delays, reducing
dropped calls, enhancing user satisfaction according to some
measure, or a combination of these, for example. With
sufficient example data and sufficient time, an acceptable
solution capable of sufficiently accurate prediction of net-
work performance, guided by the teachings herein, may
usually be found. Then, the Al model may be passed to the
base station or core network for its use, or more preferably
a simplified version of the Al model may be provided, for
example as an algorithm or computer program or table of
values, among other possible modes of use. In addition, the
network may accumulate further valuable data by recording
the performance metric obtained while following the algo-
rithm’s recommendations, and the Al model may then
process that further data and thereby derive an even more
effective solution. While not guaranteed to find an optimal
solution to complex problems, an Al model, given enough
data examples to work with and given a sufficiently capable
computer to process the data, guided by the teachings herein,
can usually derive algorithms that improve the desired
network performance.

As a further option, a user node may request advantages
regarding scheduling requests. For example, a user node
may request exclusive use of certain SR opportunities rather
than sharing them with other user nodes. Alternatively, a
user node may request more frequent SR opportunities than
other user nodes. In a network wherein user nodes calculate
a backoft delay following an SR collision or other mishap,
a user node may request a function that calculates shorter
average delay times than other nodes. The base station or
core network may determine whether to provide those and
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other advantages according to a function. The function may
take, as input, parameters such as the priority or special
status of the user node, such as an emergency response site
or law enforcement or pandemic management site for
example. The parameters may further include whether the
user node has paid for the advantages, such as a monthly or
yearly subscription that accords the advantages, or a per-
message fee arrangement for each advantage invoked, for
example. The base station may permit the requested advan-
tages to be invoked without cost or contest temporarily (such
as allowing the advantages one time, or other number of
times), and then may require either payment or proof of
special status to access the advantages thereafter. The cost
per message or per subscription may depend on the mes-
sages involved, such as a long message costing more than a
short message, and a very short message perhaps being
allowed to invoke the advantages for free, among many
other options for allocating the advantages, and particularly
regarding uplink scheduling requests.

The procedure of FIG. 3B may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 4A is a sequence chart showing an exemplary
embodiment of an access procedure according to some
embodiments of the systems and methods. In this example,
the user node transmits a BSR message in place of an SR
message, thereby informing the base station of the size of the
data message. In the sequence chart, the horizontal lines
again represent SR opportunities, signals from the user node
on the PUCCH and PUSCH, and signals from the base
station on the PDCCH, with time on the horizontal axis. The
data becomes ready to transmit at 401, and thereafter the
user node waits until an SR opportunity 402 comes around,
and then transmits a scheduling request. However, in this
example, the scheduling request is modulated as a BSR
message 405. The BSR message 405 indicates the size of the
planned data message according to a predetermined table.
The number of bits available to represent the size of the data
message is limited to the number of bits represented by the
modulation of the BSR message 405. For example, if the
BSR message 405 is modulated as 256QAM (quadrature
amplitude modulation with 256 distinct modulation states),
which represents 8 bits of data, the BSR message can
indicate the size of the planned data message according to a
table with 256 levels. If, however, the BSR message 405 is
modulated with a lower code such as 16QAM with 16 states
representing 4 bits, then the size of the data message can be
specified according to a size table with 16 levels, that is, a
lower precision. This assumes, as above, that the SR oppor-
tunity 402 is only one symbol in length, and so the BSR
message 405 is restricted to be only one symbol in length.
If the SR opportunity 402 is configured to accommodate
longer messages, such as two symbols, then the BSR mes-
sage 405 can provide up to 8 bits of data with two symbols
at 16QAM, again representing 256 size levels. Alternatively,
the first symbol could be used as a calibration signal such as
a DMRS (demodulation reference signal), thereby assisting
the receiver in demodulating the second symbol.

Upon receiving the scheduling request configured as a
BSR message 405, the base station then transmits a grant
406 (labeled Gr-DAT) for uploading the data message 407.
The base station did not need to request a BSR message
because that information was already provided in the form
of the modulated SR message, the BSR 405. The base
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station, reading the BSR 405 message and determining the
size of the data message therefrom, can then schedule
sufficient resources to accommodate the data message. The
user node, upon receiving Gr-DAT 406, then transmits the
data message DAT 407 at the time specified in the grant 406,
on the PUSCH or whichever channel the base station has
specified in the grant 406.

The transmission delay TDly 408, extending from the
Data Ready time 401 to the beginning of the DAT message
407, is now shorter than that of FIG. 1 because a complete
“handshaking” cycle of Gr-BSR and BSR transmission have
been avoided. Since the size information was conveyed in
the modulated SR message, representing a BSR size code,
the base station could determine how much time to allocate
for the data message without the need for a separate grant.
Applications requiring low latency may benefit from such a
reduced transmission delay 408.

As an alternative, the base station may assign multiple
user nodes to share the SR opportunity 402, with each
sharing partner having a different assigned modulation state.
Also, the SR opportunity 402 may include two symbols.
Then the user node may transmit an SR message, modulated
according to its own identifying modulation state, in the first
symbol of the SR opportunity 402, and the BSR message
405 in the second symbol. The base station can then deter-
mine, from the messages, both the identity of the ready node
and the size of the pending data message.

The user node and the base station may exchange mes-
sages to agree on the meaning and format of the SR message,
such as an SR message modulated to identify the user node,
or an SR message modulated as a BSR message, or other
configuration as appropriate. The user node may convey its
capabilities to the base station upon joining the network, and
the base station may determine which types of SR messages
may be accommodated at that time, or at a subsequent time
using, for example, an RRC message.

The procedure of FIG. 4A may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 4B is a flowchart showing an exemplary embodi-
ment of a method for encoding a BSR message in an SR
opportunity, according to some embodiments. In this
example, a user node transmits a “size” message, here a BSR
message, configured to indicate the size of the pending data
message, upon a resource element assigned to that user node
as an SR opportunity. Thus, the user node indicates that it
seeks an uplink grant and also indicates the size of the data
message that the grant is for. If the ready node has exclusive
access to the SR opportunity (that is, no sharing partners),
then the base station may determine the user node’s identity
according to the time and frequency of the message, and can
also determine the size of the data message according to the
modulation as a BSR message. If, however, the ready node
has been assigned to share the SR opportunity with other
user nodes, each assigned a different modulation state, then
the modulated SR request and the BSR message may be
combined, so that the base station can determine both the
identity of the ready node and the size of the data message.
For example, the SR message may occupy the first symbol
of'a two-symbol SR opportunity, modulated according to the
assigned modulation state and thereby identifying the user
node, and the BSR can occupy the second symbol, thereby
disclosing the size of the data message. Alternatively, the SR
request and the BSR message may be multiplexed, if the SR
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opportunity permits a high enough modulation. For
example, the SR message may be modulated according to a
4-bit table such as 16QAM (hence 16 user nodes can share
this SR opportunity) and a 4-bit BSR message can indicate
the size of the data message according to a 16-level table.
Those two messages may be multiplexed into a single 8-bit
symbol modulated according to, for example, 256QAM. The
base station can then demultiplex the symbol and thereby
determine both the identity of the ready node and the size if
its data message from the single-symbol SR opportunity, a
substantial savings in time and computational resources.

At 451, the user node has a data message ready to send,
and therefore waits for its next assigned SR opportunity
SROpp. At 452, the SR opportunity (SROpp) has arrived,
and the node transmits, upon the assigned resource element
(time and frequency), a message that includes a BSR mes-
sage or other indication of the size of the data message. As
mentioned, if the SR message is modulated according to a
4-bit modulation table with 16 distinct modulation states, the
BSR message may refer to a 16-level size table, and if an
8-bit modulation is used, the BSR may refer to a size table
with 256 levels, among other possibilities. As a further
option, an 8-bit message may include multiplexed informa-
tion, such as 4 bits representing size and 4 more bits
representing the identity of the transmitting node. As a
further option, 4 bits may represent a code or index pointing
to a table that holds the destination address of the data
message. As yet a further option, bits of the SR message may
alternatively represent a temporary QoS (quality of service)
adjustment request. In other embodiments, the SR opportu-
nity may include two resource elements, in which case the
BSR message may provide a full 8-bit size resolution using
two symbols each modulated by a 4-bit table, for example.
Alternatively, with a two-symbol SR opportunity, a calibra-
tion symbol, such as a DMRS or PTRS (phase tracking
reference signal), may be appended or prepended to the BSR
message, to assist the base station in demodulating the BSR
message (plus the other bits representing identity, QoS,
address, etc. if present).

At 453, the base station receives the SR message and
interprets the modulation as a BSR message indicating the
size of the pending data message, plus the other bits if
present. The user node and the base station may have agreed
upon this option, of using the SR opportunity to communi-
cate the size of the data message (and other items as listed
above), at an earlier time, such as when the user node first
joined the network, or other time. For example, the user
node may have sent a message to the base station informing
the base station of the user node’s intent to transmit a BSR
message at a time and frequency allocated for an SR
message, and the base station may then send a message to
the user node agreeing to interpret such an SR message as a
request for a grant and also an indication of the size of the
data message. (In this context, the user node and the base
station “agree” by exchanging messages such as RRC mes-
sages and the like, to determined how they will interpret
subsequent messages.) Alternatively, the base station may
send a message, such as an RRC message, to the user node
indicating that the network can accept a BSR message as an
SR request, and the user node may reply with a message
agreeing to this plan. Thus, the base station may be prepared
to interpret the modulation of the SR message as intended,
that is, as an indication of the size of the data message. The
base station may retain, in memory, a table or the like
indicating how each of the user nodes plans to employ its SR
opportunities, such as to configure the SR message to
indicate the size or other feature of the data message.
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At 454, the base station has interpreted the SR message as
a BSR, and thereby knows how much resources (time and
bandwidth) to allocate to the user node for the data message
upload. The base station accordingly issues an uplink grant
to the user node for sufficient resources to accommodate the
pending data message. At 455, the node receives the grant
and transmits the data message as directed.

An advantage of encoding the SR message as a BSR, or
other size message, may be that delays involved in subse-
quently requesting and transmitting the BSR message may
be avoided. Hence the base station may issue a grant for the
data message responsive to the SR message, instead of a
grant for a BSR message, thereby providing lower latency,
according to some embodiments.

Another advantage may be that further information may
be provided to the base station pre-grant (that is, before
receiving an uplink grant) such as the destination address of
the data message, a special QoS request, an indication of the
identity of the ready node, or other information that may
further improve latency or reliability, according to some
embodiments. Another advantage may be that the procedure
may be implemented as a software or firmware update, and
therefore may be implemented at low cost, according to
some embodiments. Another advantage, of assigning spe-
cific modulation states for user nodes to use in their SR
requests, may be that the computational resources of the user
node as well as the base station may be eased, thereby
making the user devices run “better”, such as with less
energy consumption and less complexity, according to some
embodiments.

The procedure of FIG. 4B may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 5A is a sequence chart showing an exemplary
embodiment of a procedure according to some embodiments
of the systems and methods. In this example, a user node
transmits a BSR message on the random access channel at
the same time as its SR message on the PUCCH channel.
The entitles plotted are the SR opportunity times, signals of
the user node on the PUCCH, PUSCH, and RACH (random
access) channels, and signals of the base station on the
PDCCH. A data message becomes ready to send at the Data
Ready time 501. The user node waits for the next SR
opportunity 502 and then transmits an SR message 503
indicating that the user node has a data message ready to
send. The SR message 503 may be a standard single-bit SR
request, or it may be a symbol modulated to identify the
transmitting node, or modulated to request special handling,
for example.

In addition, the user node also transmits a BSR message
505 on the RACH channel simultaneously with the SR
message 503 (assuming the PUCCH and RACH are on
different frequencies). Alternatively, the BSR message 505
may be transmitted before or after the SR message by a
predetermined amount, as indicated in dash. Since the base
station monitors the RACH channel as well as the PUCCH
and PUSCH channels, the base station can detect both the
SR message 503 and the BSR message 505 occurring
simultaneously, or according to the pre-arranged time rela-
tionship with the SR 503. Messages that are transmitted
simultaneously or within a predetermined interval of each
other are called “synchronous” herein. The base station
thereby knows, from the time synchrony, that the SR 503
and the BSR 505 refer to the same data message. In other
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words, the SR and BSR messages 503 and 505 are synchro-
nized according to an agreed-upon time criterion. The BSR
message 505 indicates the size of the data message that the
SR message 503 is requesting permission to upload. The
base station accordingly issues a grant 506 Gr-DAT for the
data message, and the user node then transmits the data
message DAT 507 on the PUSCH. The transmission delay
508 in this case is about equal to the transmission delay 408
of FIG. 4 because in both cases the BSR information is
delivered at the SR time, and in both cases a separate grant
Gr-BSR is not needed.

An advantage of placing the BSR message 505 on the
RACH channel, or other monitored but unscheduled chan-
nel, may be that more bits of data may be provided than the
SR opportunity 502 can accommodate. For example, the SR
message 503 may be limited to a single bit of information by
convention, or may be limited to four bits by modulation,
whereas signals on the RACH may be modulated at a higher
level and/or can include multiple symbols, and can therefore
carry more significant size information. For example, the
RACH BSR message 505 may be two symbols wide, each
symbol being modulated as 16QAM, totaling eight bits of
data, which is sufficient for a standard BSR message refer-
ring to a size table with 256 size values. In addition, a
calibration symbol, such as a DMRS symbol (not shown),
can be prepended or appended to the BSR message 505,
further enhancing the reliability of the demodulation.

The BSR message 505 is depicted as coincident with the
SR message 503. However, some user nodes may not be able
to transmit at two different frequencies at the same time, or
the two channels may share the same frequency band and
use TDD (time-division duplexing) to separate the two
information streams. In that case, the user node may transmit
the BSR message 505 on the RACH channel at a different
time, such as a particular interval before or following the SR
message 503 (as shown in dash), to give the user node
enough time to switch frequencies. For example, the user
node may transmit the BSR message on the RACH first,
while waiting for the SR opportunity, and then switch
frequencies, and then transmit the SR message on the
PUCCH at the next SR opportunity. An advantage of this
latter scheme (BSR before SR) may be that the BSR
message and frequency-change delay would not contribute
to the net transmission delay, since the early BSR would
then be transmitted in the waiting time before the SR
opportunity 502 occurs.

To ensure that the base station correctly correlates the
BSR message with the SR message, the user node may
specify what type of synchrony it will use to transmit BSR
messages on the RACH. The user node may specify that it
will transmit the BSR at the same time as the SR message,
or some number of microseconds or symbol times after the
SR message, or some number of microseconds or symbol
times before the SR message, for example. The user node
may transmit that plan to the base station upon joining the
network along with other data about the user node’s capa-
bilities, for example, or at some other time. Alternatively, the
base station or core network may determine the type of
synchrony to be used and may communicate that plan to the
user node, preferably based on the user node’s capabilities.

In some networks, the RACH channel is not open all the
time, but rather is allocated for uplink only during particular
slots or symbols (“windows”) which may recur periodically
or otherwise. The base station may communicate this sched-
ule to the user nodes in an RRC message, for example. In
that case, the user node may transmit the BSR message on
the RACH channel during whichever RACH window is
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closest to the SR opportunity, or whichever RACH window
occurs after some number of microseconds or symbol times
preceding or following the SR transmission, for example. In
that way, the user node can comply with the base station’s
schedule of SR opportunities and RACH windows, while
transmitting the BSR message as close in time as possible to
the SR message, consistent with the frequency-switching
capabilities of the user node. When informed of the user
node’s plan for transmitting the BSR message in relation to
the SR message, the base station can then detect both
messages and correctly determine that the BSR specifies the
size of the data message that the SR refers to.

An advantage of the depicted embodiment may be that the
user node may convey the size information to the base
station and avoid a BSR-grant handshaking delay, even if the
SR message cannot accommodate the kinds of modulations
required for a BSR message. Another advantage may be that
the user node may convey the size information even if the
user node cannot transmit on two frequencies at the same
time, by agreeing to place the BSR message on the random
access channel at a predetermined interval before or after the
SR message, according to some embodiments.

Another advantage of the depicted scheme may be that it
may “fail gracefully”, meaning that any likely failure mode
may result in little or no harm done, according to some
embodiments. For example, if something goes wrong (such
as interference or a collision) that prevents the base station
from receiving the BSR message 505, the base station can
proceed by providing a grant to the user node for uploading
the BSR message again, which the user node could then do
on the PUSCH. In a similar way, if the base station receives
the RACH BSR message 505 but fails to detect the SR
message 503, then the base station would likely do nothing.
The user node would then determine that the SR failed and
would try again upon the next SR opportunity. In other
words, consequent to a message failure in the depicted
sequence, the user node and base station may recover readily
and proceed with the message sequence. Each of the exem-
plary systems and methods presented herein was designed to
fail gracefully in this way, according to some embodiments.

The procedure of FIG. 5A may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 5B is a flowchart showing an exemplary embodi-
ment of a method for transmitting a BSR message on a
random access channel, according to some embodiments. In
this example, a user node transmits an SR message upon an
assigned SR opportunity, and also transmits a BSR message
on the random access channel RACH. The BSR (or other
size message) may be time-synchronized with the SR mes-
sage so that the base station can determine that the two
messages are related. For example, the BSR message may be
simultaneous (that is, the same symbol time but different
frequencies) with the SR message, or the BSR message may
be transmitted within a predetermined interval before or
after the SR message. The user node may have informed the
base station of the type of synchrony and the predetermined
interval at an earlier time, such as when the user node first
joined the network.

At 551, the user node has prepared data for a data message
and waits for its next SR opportunity. At 552, the SR
opportunity has arrived, and the user node transmits an SR
message on the assigned PUCCH channel. At 553, the user
node also transmits a BSR (or other size indication) on the
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RACH channel (or other channel allocated by the base
station for this purpose). As mentioned, the BSR message
may be simultaneous with the SR message, or a predeter-
mined interval before or after the SR message. An advantage
of transmitting the BSR message before or during the SR
message may be that the time required for the BSR message
would not contribute to the overall delay of the data mes-
sage, and hence may provide lower latency than otherwise,
according to some embodiments.

At 554, the base station has received the SR message and
then determines whether it has detected the BSR message on
the RACH at the agreed-upon time. If so, then the flow drops
down to 557, where the base station transmits an uplink
grant to the user node for the data message, typically on the
PDCCH channel. If the base station did not detect the BSR
message, due to a collision on the RACH channel for
example, then at 555 the base station transmits a grant to the
user node configured for a BSR message instead of the data
message. At 556, the user node receives the (usually smaller)
grant, sized for the BSR message, and determines that its
original BSR message was faulted. The user node therefore
re-transmits the BSR, but this time on the scheduled (and
more reliable) PUSCH channel, In either case, the base
station then provides the data message grant at 557, and at
558 the user node transmits the data message on the PUSCH
as directed. As an alternative, the base station may instruct
the user node to transmit the BSR message and/or the data
message on the RACH channel, for example to avoid
overloading the PUSCH channel or to accommodate a user
node that has difficulty changing transmission frequencies.

As a further option, the user node may transmit another
message on the RACH along with the BSR message. For
example, if the user node shares the SR opportunity with
other nodes, and if the SR message is a single-bit message
with a prescribed format that provides no identity informa-
tion, then the user node may combine or append or prepend
an identification message to the BSR message on the random
access channel, and may thereby enable the base station to
determine which node wants to send a data message as well
as the size of the data message. An advantage of knowing
which user node seeks a grant may be that the base station
may then process the request according to a priority appro-
priate for that user node, which would not be possible absent
the identification information.

An advantage of transmitting the BSR message on the
random access channel may be that the time required for a
grant-BSR cycle may be avoided, and may thereby provide
lower latency, according to some embodiments. Another
advantage may be that the BSR message can be provided to
the base station even if the SR message is restricted to a fixed
or predetermined or arbitrary modulation state, and therefore
cannot accommodate the BSR message on the PUCCH as
shown in FIG. 4A. Another advantage may be that the
procedure may be implemented in software without the need
for developing new hardware, a cost-saving feature, accord-
ing to some embodiments.

The procedure of FIG. 5B may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 6A is a sequence chart showing an exemplary
embodiment of a procedure for a user node to provide
pre-grant information to the base station, according to some
embodiments. In this example, the user node transmits a
series of short messages on the random access channel at
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will, and then requests a grant for the remaining data
message. SR opportunities 602 are shown, along with user
node signals on the RACH channel, base station signals on
the PDCCH, and signals from the core network. Also shown
are the PUSCH and PUCCH.

At the Data Ready time 601, the user node transmits an
SR message 603, an identification message ID 618, and a
BSR message 605 on the RACH channel. The SR message
603 may include, for example, a pre-established code indi-
cating that a user node wishes to transmit a data message and
needs an uplink grant. The SR message 603 thereby provides
the same information (that the node wants a grant) as a
prior-art SR message on the PUCCH. The ID message 618
may include a code identifying the user node, such as its
C-RNTI, thereby indicating to the base station which user
node wants to talk. The BSR message 605 indicates the size
of the planned data message. The base station, upon receiv-
ing these messages 603, 618, 605 then has the information
it needs to schedule the data message upload, and accord-
ingly transmits a grant (Gr-DAT) 606 on the PDCCH for the
data message. The user node receives the grant 606 and then
transmits the data message DAT 607 on the RACH channel,
or alternatively on the PUSCH (in dash, 617) or other
channel as specified in the grant 606 by the base station. The
base station then receives the data message 607 (or 617) and
transfers it to the core network, which forwards it (as a relay
message 609) to the recipient, usually via one or more
intermediate stations. The transmission delay 608, from
Data Ready 601 to the start of the data message 607 upload,
is shorter than the transmission delay 508 of FIG. 5, because
the user node in FIG. 6 did not have to wait for an SR
opportunity 602, but rather was able to begin transmitting
the pre-grant information (603,618,605) as soon as the data
message 607 was ready. Optionally (not shown) one or more
calibration symbols such as DMRS or PTRS may be added,
or more preferably prepended, to the messages for ease of
demodulation.

The procedure of FIG. 6A may be “robust” in the sense
that message failures may be detected and readily mitigated.
This is particularly important for communications on the
RACH because collisions can occur on this unscheduled,
contention-based channel. If the SR message 603 is faulted,
the base station may ignore the ID and BSR 618-605
messages, in which case the user node may fail to receive a
grant when expected, and therefore may determine that a
failure had occurred, and may then try again by re-trans-
mitting the pre-grant messages 603,618,605 (preferably
after first checking that the RACH is free of traffic for a
predetermined interval). Likewise if the ID message 618 is
faulted, the base station would not know which node is
involved and may ignore the request, and again the user
node can retransmit after a short delay. If the SR and ID
603-618 messages are received without fault, but the BSR
605 is faulted, then the base station can send a grant to the
user node requesting the BSR, and the user node can then
again send its BSR message as requested. If the pre-grant
messages are good but the Gr-DAT message 606 is faulted,
then the user node would fail to receive a grant and may
re-transmit the pre-grant messages again. I[f the data message
607 is faulted, the base station can transmit a non-acknowl-
edgement message (not shown) and the user node can
re-transmit the data message 607. Thus, each step of the
depicted procedure can be mitigated readily upon a message
failure.

An advantage of providing the pre-grant messages at the
Data Ready time 601 instead of waiting for the SR oppor-
tunity 602 may be that lower latency is provided, since the
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user node avoids the delay of waiting for the SR opportunity
602. Another advantage may be that the base station, know-
ing the identity of the ready node, may apply an appropriate
QoS in allocating resources and other processing. Another
advantage may be that the usual BSR-grant handshake may
be avoided since the base station knows how big the data
message will be. Another advantage may be that the proce-
dure may be implemented in software without the need for
developing new hardware, a cost-saving feature, according
to some embodiments.

The procedure of FIG. 6A may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 6B is a flowchart showing an exemplary embodi-
ment of a method for transmitting a scheduling request on a
random access channel, according to some embodiments. In
this example, a user node does not wait for an SR oppor-
tunity, but rather transmits an SR message on the RACH
along with an identification message and a BSR. These
pre-grant messages are transmitted “asynchronously”,
meaning “at will” or “not according to an SR opportunity or
an uplink grant”. However, asynchronous does not imply a
completely arbitrary time, since all messages in 5G are
required to comply with the established symbol boundaries
and timing so that the receiver can demodulate them.

At 651, the user node has data ready to transmit, but first
requests an uplink grant on the random access channel using
an SR message (or the like) along with an identification
message (ID) configured to identify the user node, and a
BSR message (or the like) indicating the size of the planned
data message DAT. The identification message may be
needed because the SR message is not transmitted at the time
and frequency that the base station has assigned to the user
node (if any), and therefore the base station may be unable
to determine which user node requests a grant from the SR
message alone.

At 652, the base station has acquired all the information
needed for the data message upload, including the grant
request, the identity of the node, and the size of the data
message, based on the pre-grant messages. The base station
then issues an uplink grant for the data message. At 653, the
base station instructs the user node, in the grant, whether to
transmit the data message on the PUSCH, or to remain on
the RACH, or some other channel. At 654, the user node
transmits the data message on the RACH, or on the PUSCH
655, or whichever channel the grant specifies. Then at 656
the base station transfers the data message to the core
network, which then determines the destination address by
decoding the data message (if not already done by the base
station). The core network then 657 prepares a relay mes-
sage and begins transferring it to the recipient via other
stations in the larger network.

An advantage of providing a scheduling request, an
identification message, and a size message on an unsched-
uled channel as soon as the data message is ready, may be
that the delay involved in waiting for an SR opportunity is
eliminated. Another advantage may be that the base station,
receiving the BSR message pre-grant, may avoid the delay
involved in soliciting and receiving the BSR message sepa-
rately. Another advantage may be that the base station,
identifying the user node according to the ID message, may
thereby provide service at a priority level appropriate to that
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user node. Therefore, the pre-grant messages may provide
lower latency than waiting for an SR opportunity, according
to some embodiments.

The procedure of FIG. 6B may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 7A is a sequence chart showing an exemplary
embodiment of a procedure according to the systems and
methods for transmitting a data message with minimal
delays, according to some embodiments. In this example,
the user node transmits an “actionable” message sequence
on the random access channel, actionable meaning that the
message sequence provides all the information that the base
station needs to deliver the data message without further
information from the user node. Depicted are SR opportu-
nities 702, the PUCCH and PUSCH and RACH channels,
the base station PDCCH channel, and core network signals.
At 701 Data Ready, the user node transmits, on the RACH,
a series of messages including a “type” message 712 that
indicates that a data message follows, an identification 718
message, an optional BSR 705 message, and the data
message 707. The messages 712, 718,705, and 707 may be
concatenated or otherwise combined as an integrated mes-
sage. Alternatively, the type-ID-BSR combination 712,718,
705 may be formed as a header to the DAT 707 portion. The
type 712 message may also indicate which other messages
are included, while the ID 718 identifies the user node. The
BSR 705 is included here; however, the BSR 705 may not
be necessary because no grant is being requested. The base
station, upon receiving the messages, can determine the size
of the DAT message as-received, and may then transfer the
DAT 707 portion, or alternatively the entire message
sequence, or other portion thereof, to the core network for
transferring as the relay message 709 to the recipient. The
message sequence is “actionable”, as used herein, since it
provides all the information that the base station needs to
transfer the data message to the recipient, without receiving
anything else from the user node (except perhaps a DMRS
or PTRS, not shown) or transmitting anything to the user
node (except perhaps an optional acknowledgement, which
is not counted in the transmission delay).

As mentioned, the BSR 705 is optional. However, it may
assist the base station in receiving the DAT message 707,
particularly if the data message is long. Also, the order of the
various messages 712, 718, 705, 707 may be different than
depicted, so long as the base station receives the DAT 707
along with enough information to determine how to transfer
it to the destination. In addition (not shown), a CRC (cyclic
redundancy code) or other error-checking code may be
included with the DAT 707 message, and calibration signals
such as DMRS and PTRS may be included, preferably
before the type message 712. The error-check code may span
the DAT 707 portion only, or the header portion only, or the
entire sequence 712-707, for example. Alternatively, two
separate error-check codes may be provided, for the header
portion (messages 712, 718, 705) and the data portion (707)
separately. The base station may use the error-check code(s)
to determine whether a fault occurred during transmission
on the RACH channel, and may transmit an acknowledge-
ment 719 or non-acknowledgement message to the user
node. The user node can re-transmit the data portion 707, or
the header portion 712-705, or all the messages upon receiv-
ing a non-acknowledgement. The user node may also re-
transmit the messages upon failing to receive the acknowl-
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edgement message 719 at all. As a further alternative, the
user node may include, in one of the messages 712-707, or
in another message of the sequence, an indication whether
an acknowledgement 719 is desired, since sometimes it is
not needed.

Transmitting on the random access channel has risks
which are not present, or less so, when transmitting on a
scheduled channel. For example, the data message 707 could
be faulted due to a collision or noise, or the base station may
be too busy to accommodate asynchronous requests, among
other possible problems. In that case, the base station can
indicate that the transmission succeeded by sending an
acknowledgement ACK message 719 on the PDCCH chan-
nel (or alternatively on the RACH channel, shown in dash)
after the DAT message 707 has been transmitted. Or, if any
of the messages is faulted, the base station can transmit a
NACK instead, or simply not reply. The user node can
monitor the PDCCH channel (or the RACH channel) to
detect the ACK or NACK 719, and upon a failure may either
re-transmit on the RACH or start over using an SR oppor-
tunity 702 to request a grant. The user node and the base
station may exchange messages, before the depicted
sequence, to agree on the presence or absence of an
acknowledgement, whether the data message is to be trans-
mitted on the RACH or PUSCH or other channel, and other
options.

To prevent other user nodes from interrupting the message
sequence, the header messages 712-718-705 and the data
message 707 are preferably transmitted contiguously or
without gaps or at least without gaps as large as a sensing
slot, which is the time that user nodes are required to monitor
a channel before transmitting. If one of the messages, such
as the data message, is unexpectedly delayed, the user node
may transmit buffer symbols (not shown) such as unmodu-
lated carrier or DMRS or PTRS or the like to keep control
of'the channel and prevent others from transmitting until the
delayed message can be transmitted. If, however, such an
interruption does occur, or other interference such as noise
during the transmissions, or upon receiving a NACK 719,
the user node may retransmit the header and data messages
again, optionally after a backoff delay.

As a further alternative, the base station may allocate a
special channel, such as special random access channel, or
other unscheduled but monitored channel, for use in trans-
mitting asynchronous, grantless, actionable messages, and
may thereby provide low latency for user nodes that need it.
The user node (having permission to access the special
random access channel) may transmit the messages listed,
and may thereby have a reduced likelihood of a collision or
other fault, since access to the special channel may be
restricted. The special channel may also assist the base
station by abbreviating many protocol steps. For example,
when the special channel is reserved for complete actionable
message sequences (including the type, ID, BSR, and data
message for example), the base station is relieved of respon-
sibility for issuing grants. In addition, the base station and
core network can deliver the message as-received, thereby
avoiding the delays inherent in grant requests and transmis-
sions. A special channel for actionable messages may also
relieve congestion on the other non-special random access
channels, as well as the scheduled channels.

As another alternative, the base station may allocate an
emergency channel for asynchronous grantless emergency
messages, which may be transmitted at any time. Messages
on the emergency channel may be automatically forwarded
to a first responder station, or alternatively the base station
may receive the emergency messages and relay them to the
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first responder station, among other options. Nodes requiring
emergency assistance may then access the emergency chan-
nel with little chance of a collision or interference. Prefer-
ably, the base station may process such messages with the
highest priority. In addition, and preferably, the usual for-
matting requirements and accessibility procedures and other
requirements of nodes operating on the network, may be
waived for such emergency messages. Specifically, the
emergency message may be actionable in the sense illus-
trated, and therefore may be received and processed by the
base station without grants or message handshaking or other
delays or complications. Preferably a simple and reliable
modulation scheme not dependent on amplitude calibration,
such as QPSK (quadrature phase-shift keying), may be
employed so that amplitude calibration may be waived.
Alternatively, if amplitude modulation is included, then one
or more DMRS message may be included in the messages to
calibrate the demodulator. Also, if the timing is not already
determined, a PTRS message may be included to define
symbol boundaries and phase timing in the emergency
message.

An advantage of the depicted sequence may be that the
transmission delay 708 is extremely short, amounting to just
the duration of the header messages 712-705, after which the
data portion 707 begins immediately, in the depicted
example. A user node requiring very low latency may benefit
from the very short transmission delay 708 of a RACH
message sequence.

The procedure of FIG. 7A may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 7B is a flowchart showing an exemplary embodi-
ment of a method for transmitting a data message on a
random access channel, according to some embodiments. In
this example, a user node transmits pre-grant messages on
the RACH including the data message, and thereby achieves
a short transmission delay. At 751, the user node has
prepared data for upload. Without waiting for an SR oppor-
tunity, the user node transmits, on the random access channel
or another frequency allocated by the base station for this
purpose, a series of messages including a type message, an
1D message, optionally a BSR message, and the data mes-
sage DAT. The type message is configured to indicate to the
base station that a data message is forthcoming and a grant
is not necessary; hence the lack of a scheduling request
message. The ID message indicates the identity of the user
node, and the BSR, if present, indicates the size of the data
message.

At 752, the base station transfers the data message, or an
extract or portion of it, to the core network, which at 753
prepares a relay message containing the data and transfers it
to the recipient.

The BSR message may not be needed since there is no
grant request, and the BSR is generally used by the base
station to allocate resources sufficient for the data message,
all of which is avoided in this case. On the other hand, the
BSR message may assist the base station in receiving the
data message, especially if long. Therefore, the user node
may opt to include the BSR message if the DAT message is
longer than some threshold, and to skip the BSR message if
the DAT is shorter.

Optionally (not shown) the messages may be prepended
by calibration signals such as DMRS or PTRS, and followed
by an error-check code such as a CRC message.
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An advantage of transmitting the pre-grant messages,
including the data message, on a random access channel as
soon as the data is ready, may be that a very short trans-
mission delay is thereby obtained, since the multi-step grant
process with inherent delays are avoided, according to some
embodiments. Another advantage may be simplicity, since a
low-cost low-performance user node may transmit messages
on a single frequency, the RACH, while avoiding some of
the complex requirements of 5G, according to some embodi-
ments. Another advantage may be that the improvements
may be implemented in software, generally at less cost than
a hardware development, in some embodiments.

The procedure of FIG. 7B may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 8A is a sequence chart showing an exemplary
embodiment of a procedure according to the systems and
methods, for very low transmission delays, according to
some embodiments. The lines represent SR opportunities
802, user node signals on the PUCCH and PUSCH and
RACH, base station signals on the PDCCH, and actions of
the core network. In this example, the user node has deter-
mined the size of the data message 807 before the data
message 807 is ready to transmit at 801. This is a common
situation, in which a data file of predetermined size is still in
preparation before being transmitted. However, the user
node knows when it will be ready and therefore can transmit
a series of messages before the data is ready, and then
transmit the data message afterwards. Specifically, the user
node calculates when the data message 807 is expected to be
ready, and also how long it will take to transmit the type
message 812 and the ID message 818. The user node then
transmits a type message 812 indicating that a data message
807 is imminent, and an identity 818 message of the user
node, starting at a calculated time so that those messages end
at the Data Ready time 801. Then, the user node continues
by transmitting the data message 807. The base station
passes the data message 807 to the core network when
received, and the core network configures a relay message
809 and transfers it to other cells toward the destination,
without further communication with the user node; hence
the messages are “actionable” as used herein. Thereafter, the
base station transmits an ACK or NACK message 719, on
the PUCCH or the RACH (dash), indicating whether the
message sequence was received or faulted. Optionally, a
BSR message may also be transmitted before the Data
Ready time 801. Optionally, the type and ID messages may
be timed to slightly exceed the Data Ready time 801 by a
small amount, such as one or a few symbol times, to avoid
having a gap between the header messages and the data
message. Optionally, one or more DMRS or PTRS or CRC
messages may be transmitted as well.

As an alternative, the user node may transmit the mes-
sages 812, 818, 807 on a sidelink channel to another user
node in the same cell or network. For example, vehicles may
exchange messages with other proximate vehicles to coor-
dinate an emergency response such as a collision avoidance
maneuver. In such cases, communication speed is crucial,
and so the time savings obtained by transmitting the header
messages (in this case the type message 812 and the ID
message 818) before the data message 807 is ready may
provide the recipient vehicle extra time to respond to the
emergency, potentially saving lives.
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An advantage of transmitting the type and identity mes-
sages 812-818 before the Data Ready time 801 may be that
the transmission delay 808 may be reduced to substantially
zero, as indicated by an arrow. All of the required informa-
tion is provided ahead of the Data Ready time 801, so that
the user node is ready to transmit the data message 807 as
soon as it is ready. Such a zero-transmission-delay procedure
may provide low latency to users that require it, as long as
the user is able to determine the size and timing of the data
message in advance. In the depicted case, the transmission
delay 808 is substantially zero or, if the header messages are
timed to slightly exceed the Data Ready time 801 by a few
symbols, the transmission delay 808 would substantially
equal the amount that the header messages exceed the Data
Ready time 801.

The procedure of FIG. 8A may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 8B is a flowchart showing an exemplary embodi-
ment of a method for transmitting header files before a data
message is ready, according to some embodiments. In this
example, a user node transmits header messages before a
data message is ready, and then transmits the data message,
all on the RACH without a grant, for low latency.

At 851, the node first calculates when the data message
will be ready, and how much time is required to transmit a
type and ID messages, and thereby at 852 begins transmit-
ting the type and ID messages to finish at or about the time
the data message is expected to be ready. If desired, or if
required by the base station, a BSR or other size message
may also be transmitted, and timed to finish at about the Data
Ready time. Optionally, the header messages may be timed
to finish shortly after the expected Data Ready time, such as
one symbol time or a few symbol times or one slot or a
half-slot after the expected Data Ready time, for example, to
avoid having a gap between the ID message and the data
message. At 853, the data message is ready and is transmit-
ted, preferably with little or no gap, such as less than a gap
equal to an interval that nodes are required to wait before
transmitting on the random access channel. Optionally, one
or more calibration symbols such as CMRS or PTRS may be
transmitted as well, preferably before the type message.
Optionally, the user node may arrange with the base station
at an earlier time, such as when joining the network, to be
prepared for actionable messages on the random access
channel. Optionally, the base station may allocate a special
unscheduled channel for such messages. Optionally, the user
node may arrange a paid subscription or fee-per-use or other
payment plan for such access.

At 854, the base station, having received the messages
including the data message, transfers the data message, or a
portion thereof, to the core network, which at 855 transfers
a relay message containing the data message toward the
recipient.

An advantage of transmitting the header messages, in this
case a type message configured to tell the base station that
a data message follows and an ID message configured to
identify the transmitting node, before the data message is
ready, may be to provide low latency, since the data message
can then be transmitted as soon as it is ready. An advantage
of transmitting the messages on the random access channel,
or other monitored unscheduled channel allocated by the
base station for this purpose, may be that unscheduled
channels do not require permission to transmit, whereas
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scheduled channels such as the PUSCH require permission
before transmitting. Another advantage may be simplicity,
since a low-performance node may access 5G networking
even if it is unable to comply with the formatting and other
requirements of scheduled communications.

The procedure of FIG. 8B may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

Network operators generally face difficult management
decisions regarding the number of random access channels
and which user nodes may access them. User nodes would
like as many monitored unscheduled channels as possible so
that they can select an unoccupied channel for signaling. But
the base station is obligated to monitor every unscheduled
channel to detect new uplink messages, and the base station
electronics can handle only a certain number of parallel
tasks. In heavy traffic conditions, the network may choose to
close some of the random access channels or convert them
to scheduled channels to handle downlink traffic, for
example. Cost-benefit analysis is generally difficult because
each user node has a different priority and a different set of
messaging plans, while rapidly fluctuating incoming mes-
sages further complicate the base station’s task.

Al or artificial intelligence may provide substantial relief
by assisting networks in allocating random access channels,
or other monitored unscheduled channels, to optimize a
network performance metric according to current operating
conditions. Each unscheduled channel may be accessed by
a select subset of the user nodes, or by all of the user nodes,
under different conditions. The Al can be implemented as an
algorithm that takes as input a number of current network
conditions and provides as output a prediction of future
performance in terms of the metric. Alternatively, the algo-
rithm may be configured to compare options, determine
which available option would likely provide the best future
performance metric, and pass that recommendation to the
network operators. The algorithm may also take as input the
QoS requirement or priority level of each competing user
node, its administrative status such as a police or medical
emergency response station, its subscription status or fee
basis such as a fee-per-message or the like, whether the
planned data message is long or short, and other parameters
affecting each user node differently. The network perfor-
mance metric may include financial aspects as well as
operational aspects, such as adjusting the number and allo-
cation of random access channels to optimize a metric equal
to the expected revenue, times the current throughput, minus
an average delay time, for example. In these cases, the
algorithm may assist network operators in allocating limited
resources (bandwidth, energy consumption, base station
parallel processing limits, among others) among competing
users with disparate demands, to optimize (or at least
improve) the network performance metric.

As discussed in more detail below, the Al algorithm may
be prepared by acquiring a very large amount of empirical
data on network performance under various conditions,
developing an Al predictive model with a large number of
adjustable internal variables, iteratively adjusting the vari-
ables to bring the predictions incrementally closer to the
actual observed network performance, and then when the Al
model is sufficiently proficient in performance prediction,
condensing it into a readily usable algorithm that the net-
works can use to make complex operational decisions. The
decisions are then expected to be more effective than arbi-
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trary or ad-hoc operational decisions because the algo-
rithm’s suggestions are based on historical precedent.

Alternatively, development of a portable and readily
usable algorithm for determining network parameter settings
and choices, to optimize or at least improve one or more
network performance metrics, may be a specialized optimi-
zation problem. Such an optimization problem may be
resolved by providing a large amount of network operation
data under various conditions and parameter settings, and
adjusting variables such as variables affecting relationships
between network operating parameters and the performance
metrics, to obtain predictions about subsequent network
performance, which can then be compared to the actual
network performance subsequently observed. Iterative
adjustment of the variables may then result in the algorithm
providing sufficiently accurate predictions, such that the
base station may be able to use the algorithm for network
operations under at least some conditions, and may thereby
obtain improved network performance, according to some
embodiments.

FIG. 9A is a sequence chart showing an exemplary
embodiment of a procedure according to the systems and
methods, in which a user node specifies the destination
address of a data message early in the procedure, according
to some embodiments. In this example, the user node
configures the SR message as an address message, repre-
senting the destination address of the data message. The
lines represent SR opportunities, user node messages on the
PUCCH and PUSCH channels, base station messages on the
PDCCH, and actions of the core network. The data to be
transmitted becomes ready at the Data Ready time 901. The
user node waits for the first SR opportunity 902 and trans-
mits a modified scheduling request message 903 on the
PUCCH at that time, labeled “SR+Addr”, wherein the SR
message is modulated according to the destination address
of the planned data message, such as the recipient’s MAC
address, or more preferably a code or pointer indicating the
address. In this example, it is assumed that each SR oppor-
tunity has sufficient time allotted for transmitting the desti-
nation address, or alternatively that a code or pointer is used
as the SR message with a length that fits in the allotted SR
opportunity 902. The MAC address is generally 6 bytes,
representing 6 symbols with 256QAM modulation, or 12
symbols at 16QAM, whereas examples of codes or pointers
with 4 or 8 bits are described below. As an alternative, the
SR+Addr message 903 may be more than one symbol wide,
and may accommodate a regular SR message according to
5G, plus an address message, so that the base station may
determine from the SR portion that the user node requests a
grant, and from the Address portion what the destination
address is.

Responsive to the scheduling request 903 modulated as
the destination address (or code representing the address),
the base station issues grant Gr-BSR 904 on the PDCCH,
and the user node uploads a BSR message 905 on the
PUSCH. At that point, the base station knows both the size
of the data message 907 and the destination address, and
therefore may prompt the core network to begin setting up
a multi-hop relay agreement with other stations leading to
the recipient’s cell (not shown). The base station then issues
grant Gr-DAT 906 for the data message 907 upload, which
the user node then provides on the PUSCH. The base station
receives the data message 907 and transfers it to the core
network, which then transfers the data as a relay message
909 to other networks toward the recipient’s cell. In this
case, the user node has provided the destination address in
advance of the data message. Therefore, it is not necessary
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for the base station or core network to wait for the data
message 907 to be fully uploaded before arranging the
handoff to other stations, and optionally beginning to trans-
fer portions of the data message 907 to the core network
while the data message 907 is still being uploaded by the
user node. As shown, the base station can set up the
multi-hop arrangement as soon as the destination address
and message size are known, a time-saving advantage. In
addition, if the arrangement is in place and acknowledged
while the data message 907 is still being uploaded, then the
base station may begin transferring portions of the data
message to the core network incrementally, as each portion
is received. The core network may begin transferring the
data incrementally as a relay message 909 or a series of
small relay messages, as soon as each symbol or subframe,
or other unit, of the data message 907 is received by base
station.

An advantage of providing the size and destination infor-
mation before the data message 907 may be that doing so
may provide additional time for the core network to arrange
the relay transfer between other stations, which can be
complicated. An advantage of transferring the data message
907 incrementally to the core network, while the data
message is still being uploaded, may be that the core
network may proceed to deliver each portion of the data
message to the recipient as soon as that portion is received,
and therefore the recipient can receive it sooner than if the
transfer had been delayed until after the full data message
907 is received by the base station.

A delay termed the “procedure delay” or PDly 910,
indicated by a double arrow, shows the time between the end
of the scheduling request 903 and the start of the relay
message 909. Reducing the procedure delay 910 is one of
the goals of the systems and methods disclosed herein,
according to some embodiments.

The procedure of FIG. 9A may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 9B is a flowchart showing an exemplary embodi-
ment of a method for providing a destination address in an
SR message, according to some embodiments. In this
example, a user node transmits the destination address, or a
code representing it, as an SR request (or in association with
an SR request message) upon a pre-allocated SR opportu-
nity. Alternatively, an unmodified scheduling request may be
transmitted along with an indication of the destination
address, such as two single-symbol messages in series, or a
multiplex of the scheduling request with the size data,
assuming the SR opportunity is wide enough to accommo-
date the two items of information. Disclosure of the desti-
nation address as the SR message may allow the base station
to avoid decoding and interpreting the data message, thereby
reducing demands on the base station and reducing delays.
Early disclosure of the address may also help the core
network to set up a multi-hop relay arrangement with other
stations toward the recipient’s cell, thereby reducing overall
delays. In some cases, the transfer of data to the recipient
may begin even as the data message is being uploaded,
thereby allowing the message to reach the recipient sooner
than if the transfer had been withheld until after the entire
data message had been uploaded.

At 951, a user node has data ready to transmit, and waits
for an SR opportunity, then 952 at the next SR opportunity,
it transmits an SR message including the destination address
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of the data message, or a pointer or code representing the
destination address, at the time and frequency allocated for
SR messages. The pointer or code may be associated, in a
look-up table for example, with each destination address
being associated with one pointer or code, respectively. The
pointer or code may be shorter than the destination address,
thereby saving transmission time. The user node may trans-
mit a message referencing the pointer or code in place of the
destination address, and the base station may then find the
destination address according to the pointer or code in the
look-up table, and deliver the message to the destination
address.

In an embodiment, the user node may transmit an address
message in place of the SR message, the address message
including the destination address or a code thereof. The
address message, appearing at a resource element allocated
for scheduling requests, may thereby indicate to the base
station that a grant is requested. Alternatively, the combined
SR and address messages, transmitted within one SR oppor-
tunity, may represent a request for a grant, and also informs
the base station of the address of the recipient. Alternatively,
the user node may multiplex the SR request with the address
pointer, among other possible ways to inform the base
station of the user node’s intent to send a data message to the
provided address. The user node may arrange, with the base
station, to agree on which type of message combination will
be used as SR requests, and how to interpret each bit or
symbol of the combined SR+Address communication. Such
negotiation may be completed at the time of the user node
joining the network, or may be instructed by the base station
to the user node in, for example, an RRC message.

At 953, the base station has received the SR request and
the destination address, and therefore transmits an uplink
grant for a BSR message on the PDCCH channel. The user
node then at 954 transmits the BSR as instructed.

If the address message is a pointer or code representing
the address, such as an index associated with the MAC
address of the recipient, then the base station or core
network may substitute the actual address for the pointer at
this time. Since the base station then has both the destination
address and the size of the data message, which are needed
to set up the relay transfer, the base station may inform the
core network of the size of the planned data message and its
destination address without waiting for the full data message
upload. Then at 955, the core network may begin negotiating
a multi-hop relay transfer through other stations.

Responsive to the BSR message, the base station at 956
provides an uplink grant for the data message, and the user
node begins transmitting it at 957. At 958, the base station
begins transferring the data message portions to the core
network incrementally, as each portion is received. At 959,
the core network begins transferring a relay message based
on the data message to the wider network, continuing while
the data message continues to be uploaded. Alternatively, the
transfer may be done after the data message has been
uploaded if incremental transfer is not supported or if the
relay agreements are not yet in place.

An advantage of providing the destination address, or a
code representing it, upon the SR opportunity may be that
this early disclosure of the address may help the core
network in setting up the relay transfer to the recipient. In
addition, early disclosure may allow the base station to avoid
decoding and interpreting the data message to extract the
destination address, thereby saving time and reducing
demands on the base station. In addition, the early disclosure
of the destination along with the BSR message may enable
the core network to transfer the message to the recipient
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incrementally, rather than delaying the transfer until the
upload is complete, a further time savings, according to
some embodiments.

The procedure of FIG. 9B may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 10A is a sequence chart showing an exemplary
embodiment of a procedure according to the systems and
methods, in which a user node combines the destination
address with a BSR message, according to some embodi-
ments. The lines represent SR opportunities, user node
messages on the PUCCH and PUSCH channels, base station
messages on the PDCCH, and actions of the core network.
The data to be transmitted becomes ready at the Data Ready
time 1001. The user node waits for the next SR opportunity
1002 and transmits a standard scheduling request message
1003 on the PUCCH at that time. The base station then sends
a grant Gr-BSR 1004, prompting the user node to transmit
a BSR message 1005 on the PUSCH. The user node then
transmits the BSR message 1005, and then continues trans-
mitting, without a gap in this case, an address message 1011
including the destination address. The base station receives
the BSR and address messages 1005, 1011 and sends a grant
Gr-DAT 1006 for the full data message 1007, enabling the
user node to upload the data message 1007. The base station
transfers the data message 1007 to the core network incre-
mentally in real-time, whereupon the core network config-
ures a relay message 1009 containing the data and forwards
it to other links toward the destination incrementally, that is,
each uploaded portion being transferred when ready.
Optionally, the address message 1011 may include a code or
pointer indicating the destination address, rather than the full
address, the code or pointer being shorter than the full
address, and therefore being more likely to fit within the
limited Gr-BSR grant 1004. As another option, the address
message 1011 may be multiplexed with the BSR message,
such as a 4-bit BSR multiplexed with a 4-bit address pointer,
thereby making up an 8-bit symbol in the resource element
provided by the Gr-BSR grant 1004.

An advantage of appending the address message 1011 to
the BSR message 1005 may be that the core network may
begin setting up the relay agreement in advance, thereby
reducing latency. In addition, the data message 1007 may be
transferred from the base station to the core network incre-
mentally, such as one slot or some number of symbols or
some block of decoded bits at a time, and the incremental
portions may be delivered to the recipient when each portion
is ready. The recipient may thereby receive the complete
message sooner than if the transfer had waited until the
complete data message had been uploaded. The procedure
delay PDly 1010 is shown, and is shorter than for the case
of FIG. 9 due to these delay-avoidance measures.

The procedure of FIG. 10A may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 10B is a flowchart showing an exemplary embodi-
ment of a method for including a destination address with a
BSR message, according to some embodiments. At 1051,
the node has data ready to send, and at 1052 upon the next
SR opportunity, the user node transmits an unmodified SR
message on the PUCCH. At 1053 the base station provides
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an uplink grant for a BSR message. Then at 1054, the user
node transmits a combined BSR and address message indi-
cating both the size and destination address of the data
message. The BSR and address messages may be concat-
enated or multiplexed or otherwise combined in such a way
that the base station can determine that they are related and
can learn both the size of the data message and its destina-
tion. Preferably a gap between the messages is zero, or no
larger than a predetermined value, such as a sensing slot
which other nodes are required to wait before transmitting,
or a fixed value such as 9 microseconds, the default 5G
sensing slot interval before transmitting on a shared channel.

At 1055, the base station informs the core network of the
size and destination of the data message, so that the core
network can begin arranging for a multi-hop transfer of the
message in the larger network. At 1056, the base station
transmits a second grant, sized for the data message, and at
1057 the user node begins uploading the data message. At
1058, during the upload, the base station transfers each
received portion of the data message to the core network,
that is, it transfers the message contents incrementally. At
1059, assuming the relay agreement is in place with other
stations, the core network then begins incrementally trans-
ferring the data as one or more relay messages, while the
data message continues to be uploaded. Alternatively, if the
agreement is not yet finalized, or if incremental transfer is
not feasible, then the core network may transfer the relay
message as a unit after the data message has been fully
uploaded, instead of incrementally.

As a further option, the user node and the base station may
exchange messages at an earlier time, so that the base station
will provide a larger Gr-BSR grant than usual to this
particular user node. The larger grant may then accommo-
date the address information as well as the size information.

An advantage of providing the destination address in
association with the size information may be that the early
disclosure of the size and address may enable the core
network to begin setting up a relay agreement in advance.
An advantage of providing the address message in associa-
tion with the BSR message, instead of merging the address
with the SR request as in the previous example, may be that
the SR opportunities are generally tightly constrained to
avoid wasting resources, whereas the grant for the BSR
message may be readily expanded to include the destination
address message, or a pointer to it. The user node and the
base station may agree on this strategy, of uploading the
destination address in association with the size information,
and may select a format for the same, at an earlier time, such
as when joining the network for example. An advantage of
transferring the relay message to the recipient incrementally,
rather than as a unit after the data message has been
uploaded, may be that the recipient may receive the message
sooner.

The procedure of FIG. 10B may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 11A is a sequence chart showing an exemplary
embodiment of a procedure according to the systems and
methods, in which a user node discloses both the destination
address and size of a data message before transmitting the
data message, according to some embodiments. In this
example, the user node appends or multiplexes or otherwise
combines the size information and the addressing informa-
tion, and provides the combined information upon an SR
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opportunity in place of a standard SR message. Depicted are
SR opportunities, user node messages on the PUCCH and
PUSCH channels, base station messages on the PDCCH,
and actions of the core network. The data to be transmitted
becomes ready at the Data Ready time 1101. The user node
waits for the next SR opportunity 1102 and then transmits a
scheduling request message 1103 on the PUCCH at that
time, labeled “Addr+BSR”, wherein the SR message 1103
includes both the destination address and the size of the
planned data message. The address may be the recipient’s
MAC address or a code or pointer representing same. The
size information may be encoded as a BSR message or other
format indicating the size of the data message. In this
example, it is assumed that sufficient time is allotted for
transmitting the modified scheduling request including the
destination address and the size information. (Other versions
are disclosed below.)

Responsive to the scheduling request 1103, modulated as
the destination address plus the size information, the base
station issues grant Gr-DAT 1106 on the PUSCH, calling for
the data message 1107 to be uploaded. Since the base station
has obtained the BSR size information from the initial SR
message 1103, a grant-BSR handshake is not needed. The
base station receives the data message 1107 and transfers it
to the core network, which transfers the data as a relay
message 1109 to other networks toward the recipient’s cell.
Specifically, the data message is separate from the address
message and is received after the address message. The time
between reception of the full address message and reception
of the full data message is thus extra time that the base
station and core network can use to prepare for a cooperative
transfer of the message to the recipient through the wider
network, and optionally to begin that transfer incrementally.

An advantage of including the destination address and the
size information in the initial SR request may be that
numerous delays may be avoided, including delays associ-
ated with the BSR and its grant, and delays associated with
decoding the data message, and therefore the recipient may
receive the message sooner than otherwise. That is, if the
destination address were not disclosed prior to the data
message, the base station would have to extract the desti-
nation address from a field of the data message after the data
message has been fully received and demodulated. Early
disclosure of the destination address thus provides additional
time for the base station and the core network to arrange a
multi-hop agreement with other stations to transfer the data
message (or an extract thereof) to the recipient. Another
advantage may be that the core network can begin transfer-
ring the relay message 1109 symbol-by-symbol or subframe-
by-subframe or other increment while the data message 1107
is being uploaded to the base station. The procedure delay
1110 is also indicated. Due to the avoidance of a full
handshaking cycle, the procedure delay 1110 is shorter than
for the example of FIG. 10A.

The procedure of FIG. 11A may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 11B is a flowchart showing an exemplary embodi-
ment of a method for including a destination address and a
BSR message with a scheduling request, according to some
embodiments. In this example, the destination address and
the size information are both provided at the SR opportunity,
either with an SR request or substituting for it. The base
station can thereby avoid delays associated with the BSR
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solicitation and also accelerate the message relay transfer,
according to some embodiments.

At 1151, the user node has data ready, and waits for the
next SR opportunity. At 1152, the user node transmits a size
message (such as a BSR) indicating the size of the data
message, and an address message indicating the destination
address. Alternatively (in dash), if the network requires a
standard SR message as well, then at 1153 the user node
transmits an SR message followed by the size and address
messages. The messages may be concatenated or multi-
plexed or otherwise combined so that the base station can
determine that they are all related, and so that they all fit
within the allocated SR opportunity. Optionally a calibration
message such as a DMRS may be prepended as well. At
1154, the base station transfers the size and address infor-
mation to the core network, so that the core network can
begin (1155) setting up the transfer agreement with other
stations leading to the cell in which the recipient is regis-
tered.

At 1156, the base station provides an uplink grant for the
data message, which the user node then transmits on the
PUSCH channel at 1157 or on the RACH channel at 1158
depending on what the grant specifies. In either case, the
base station then 1159 begins transferring the data to the core
network incrementally, while the upload is in progress. The
incremental transfer may be parsed slotwise, or a symbol-
at-a-time (if still modulated), or a byte-at-a-time (if demodu-
lated by the base station), or by numbered fragments, or
other increment as suitable. Concurrently, at 1160, the core
network activates the arranged relay agreement by transfer-
ring the data as one or more relay messages in increments,
assuming the transfer agreement has been finalized at that
time, and if not, the core network may wait until it is
finalized and then send the relay message all at once. The
recipient’s base station may accumulate the portions as they
arrive and reconstruct the full data message before down-
loading it to the recipient, thereby making the processing
aspects transparent to the recipient. Alternatively, the recipi-
ent’s base station may pass the relay message portions to the
recipient and allow the recipient’s device to reassemble the
data message. In either case, the recipient would receive the
full message sooner than if the data message had been
transferred as a unit, according to some embodiments.

An advantage of providing the size and address informa-
tion upon an SR opportunity may be that this early disclo-
sure, of the information needed for the relay transfer in the
wider network, may allow the core network to set up the
relay agreement before the data message has been uploaded,
thereby saving time, according to some embodiments.
Another advantage may be that a separate grant for the BSR
message may be avoided, a further time savings. Another
advantage may be that the early disclosure may provide
additional time for the base station or core network to
substitute the destination address, such as its MAC address,
for a code or pointer that is provided in the address message.
If the code or pointer is smaller than the 6-byte MAC
address, then the address message may be uploaded more
quickly than the full address, a further time savings. Another
advantage may be that the method may be implemented by
modifying the base station or core network software, a
relatively low-cost low-risk investment compared to hard-
ware development, according to some embodiments.

The procedure of FIG. 11B may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
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environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 12A is a sequence chart showing an exemplary
embodiment of a procedure according to the systems and
methods, in which a user node discloses the destination
address of a data message and the size of the data message
on a random access channel, or the like, according to some
embodiments. The horizontal lines represent SR opportuni-
ties, user node messages on the PUCCH and PUSCH and
RACH channels, base station messages on the PDCCH, and
actions of the core network. The data to be transmitted
becomes ready at the Data Ready time 1201. The user node
waits for the next SR opportunity 1202 and at that time
transmits a standard SR message 1203 on the PUCCH
channel. The user node also transmits, on the RACH chan-
nel, a BSR message 1205 and an address message 1211
indicating the destination address of the recipient. The user
node transmits the size and address messages 1205-1211 at
the same time as the SR message 1203, or in a time-
synchronized manner so that the base station can determine
that they are related to the SR message 1203. Optionally, and
preferably, the user node also sends one or more calibration
messages such as a DMRS before or after the other messages
1205-1211 on the RACH.

The base station detects the SR message 1203 and thereby
determines which user node is ready to transmit, and also
detects the BSR 1205 and address message 1211 on the
random access channel. Due to the synchronization in time
of'the SR message 1203 and the BSR message 1205 and the
address message 1211, the base station determines that the
three messages are related to the impending data message,
and also that a Gr-BSR handshake cycle is not needed since
the size of the data message is already known from the
concurrent BSR message 1205. Therefore, the base station
transmits a Gr-DAT uplink grant 1206, enabling the user
node to upload the data message 1207 on the PUSCH, or
alternatively on the RACH, or other channel preferred by the
base station. The base station then receives the data message
1207 and transfers it, or a deliverable portion thereof, to the
core network, which then transfers the data as a relay
message 1209 to the larger network for delivery to the
recipient. Optionally, the base station may send an acknowl-
edgement (not shown) back to the user node after the data
message is uploaded. Since the destination address is
already known, from the address message 1211, the base
station can transfer the data message 1207 to the core
network incrementally, while the data message 1207 is still
being uploaded, and the core network can transfer a relay
message 1209 based on the data message 1207 incremen-
tally to the recipient’s cell, thereby saving time. Alterna-
tively, if incremental transfer is not supported, the core
network can wait until the data message 1207 is fully
uploaded and then transfer the relay message 1209 as a unit.
The procedure delay PDly 1210 is also shown, extending
from the end of the SR message 1203 to the beginning of the
relay message 1209, assuming incremental transfer.

An advantage of providing the size and address informa-
tion on the random access channel synchronized with the SR
message 1203 may be that a separate grant for a BSR
message is avoided, and that the multi-hop relay arrange-
ment may be completed sooner, and that the data may be
delivered to the recipient sooner, than if the size and address
information had been retrieved from the full data message
1207. Another advantage may be that the method may be
implemented by modifying software, a relatively low-cost
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low-risk investment compared to hardware development,
according to some embodiments.

The procedure of FIG. 12A may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 12B is a flowchart showing an exemplary embodi-
ment of a method for transmitting a BSR message and a
destination address on a random access channel, according
to some embodiments. In this example, the user node
transmits a regular (unmodified single-bit formatted) SR
message on the PUCCH, and synchronously transmits a size
and address message on the RACH.

At 1251, a user node has data ready and waits for the next
SR opportunity, and at 1252 transmits an SR request on the
PUCCH at the pre-assigned time. The user node also trans-
mits a BSR message and an address message disclosing the
size and destination address (or a code or pointer indicating
same) of the data message, on the RACH channel or other
channel allocated by the base station for this purpose,
simultaneously with the SR message (1253). Alternatively,
the address and size messages may be transmitted 1254
within a predetermined interval AT before or after the SR
message (in dash), so that the base station can determine that
the three messages are related. The time position of the size
and address messages may be agreed upon with the base
station prior to usage, such as when the user node joins the
network, or other time.

At 1255, having received the size information, the base
station transmits a grant for the full data message upload. At
1256, the base station transfers the size and address infor-
mation to the core network, which then begins setting up the
multi-hop relay agreement for transferring the data message
to the recipient. Then at 1257, the user node begins upload-
ing the data message on the PUSCH or, if directed in the
grant, on the RACH or other channel. At 1258, during the
upload, the base station transfers the data message incre-
mentally to the core network, and at 1259 the core network
transfers the data as a relay message, also incrementally
during the upload if feasible, to the recipient. However, if the
multi-hop agreement is not finalized at that time, then the
core network may wait until the agreement is finalized.

An advantage of providing the size and address messages
on the RACH, instead of on the PUCCH with the SR
message, may be that resources are saved thereby. The SR
message may be required to be a short one-symbol message
which would not accommodate the other information. An
advantage of disclosing the size of the data message during
the SR request time may be that a grant cycle to solicit the
BSR message may be avoided, saving time. An advantage of
disclosing the destination address early, such as during the
SR request time, may be that the core network may begin
setting up the relay agreement without delay. Another advan-
tage may be that the base station may avoid the delay
involved in extracting the destination address from the data
message, and may begin transferring the data message
incrementally to the core network during the upload, a
further time savings. Another advantage may be that if the
address message is a code or pointer indicating the recipi-
ent’s address instead of the full MAC address, then the early
disclosure gives the base station additional time to substitute
the full address using, for example, a lookup table or the like.

The procedure of FIG. 12B may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
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environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 13A is a sequence chart showing an exemplary
embodiment of a procedure according to the systems and
methods, in which a user node requests a grant and discloses
the destination address of a data message and the size of the
data message, all on a random access channel, according to
some embodiments. The lines represent SR opportunities,
user node messages on the PUCCH and PUSCH and RACH
channels, base station messages on the PDCCH, and actions
of the core network. The data to be transmitted becomes
ready at the Data Ready time 1301. The user node does not
wait for an SR opportunity 1302 in this case, but begins
transmitting messages on the RACH channel (or other
unscheduled channel allocated for the purpose) as soon as
the data is ready. At the Data Ready time 1301, the user node
transmits an SR message 1303 (or equivalent) requesting a
grant, along with an identification message 1318, a BSR
message 1305, and an address message 1311 indicating the
destination address, all on the RACH. Optionally, and pref-
erably, calibration symbols such as a DMRS (not shown)
may be prepended to the SR message 1303. The base station,
which monitors the RACH channel, receives the four mes-
sages 1303, 1318, 1305, and 1311, determines that a Gr-BSR
grant is not needed, and sends the user node an uplink grant
Gr-DAT message 1306 for the data message 1307, on the
PDCCH. The user node then transmits the DAT message
1307 on the RACH channel, or on the PUSCH channel 1317
(dash), depending on what the Gr-DAT message 1306 speci-
fies. Optionally, the base station may transmit an acknowl-
edgement message (not shown) to the user node on either the
PDCCH or RACH channel, or other channel. The base
station transfers the data message 1307 to the core network
incrementally as it arrives. The core network receives the
data message 1307 and transfers it in real-time as a relay
message 1309 to other stations and ultimately to the recipi-
ent.

An advantage of transmitting the pre-grant messages
1303, 1318,1305, 1311 on the RACH at the Data Ready
1301 time may be that the recipient may receive the data
sooner than otherwise, by avoiding waiting for an SR
opportunity, by avoiding the unnecessary BSR handshake,
and by enabling incremental transfer of the data message
1307. The procedure delay PDly 1310 is indicated, and is
shorter than that of FIG. 10 due to the avoidance of a grant
cycle and the foreknowledge of the destination address.
Another advantage may be that the method may be imple-
mented by modifying the base station or core network
software, and user node software, a relatively low-cost
low-risk investment compared to hardware development,
according to some embodiments.

The procedure of FIG. 13A may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 13B is a flowchart showing an exemplary embodi-
ment of a method for transmitting a scheduling request and
a destination address on a random access channel, according
to some embodiments. In this example, the user node
transmits a grant request, an ID message, a BSR, and an
address message, and optionally a DMRS or PTRS or CRC
message, as soon as the data is ready, rather than waiting for
an SR opportunity. Low latency may thereby be provided,
according to some embodiments.
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At 1351, the user node has a data message ready to send,
and at that time, without waiting for an SR opportunity, the
user node transmits, on the RACH or other unscheduled
channel allocated for the purpose, a series of messages
including a scheduling request SR message (or the like)
requesting an uplink grant for the data message, an identi-
fication ID message indicating the identity of the user node,
a size message such as a BSR indicating the size of the data
message, and an address message indicating the destination
address, or a code representing the address. These messages
are transmitted contiguously, or at least without gaps greater
than a sensing slot, thereby preempting other nodes that may
wish to transmit on the same channel. Optionally, the user
node may transmit one or more calibration messages such as
DMRS or PTRS messages to assist the base station in
demodulating the messages. Also, the SR message may be
configured to specify the types of messages being transmit-
ted as well as to request an uplink grant, according to some
embodiments.

At 1352, the base station has alerted the core network of
the impending data message including its size and destina-
tion address, and the core network begins setting up the
multi-hop relay agreement with other stations. At 1353,
responsive to the SR request, the base station transmits a
grant on the PDCCH for the full data upload. (The grant-
BSR cycle is avoided since the size information was already
disclosed pre-grant.) At 1354, the node then transmits the
data message on whichever channel, PUSCH or RACH or
other, the base station has specified in the grant.

At 1355, the base station begins transferring the data
message to the core network incrementally, during the
upload, so that the core network can begin transferring a
relay message, based on the data message, at 1356, to the
recipient as the upload proceeds, if feasible.

An advantage of requesting an uplink grant asynchro-
nously on a random access channel as soon as the data
message is ready may be that lower latency may be achieved
due to the avoidance of waiting for the next SR opportunity.
An advantage of providing the size message at that time may
be that the grant-BSR handshake may be avoided, saving
further time. An advantage of disclosing the recipient
address (or code or pointer) pre-grant may be that the core
network may begin setting up the relay transfer in advance,
saving further time and computing cycles, allowing the
computing environments operating these functions to oper-
ate more efficiently, according to some embodiments.

The procedure of FIG. 13B may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 14A is a sequence chart showing an exemplary
embodiment of a procedure for transmitting a data message
on an unscheduled channel, according to some embodi-
ments. In this example, the user node sends the data message
on the RACH without a grant. Horizontal lines indicate SR
opportunities 1402, signals of a user node on the PUCCH,
PUSCH, and RACH channels, signals of the base station on
the PDCCH, and of the core network, relative to a Data
Ready time 1401 when a data message becomes ready to
transmit. Immediately upon Data Ready 1401, the user node
transmits, on an unscheduled channel such as one of the
RACH channels, a series of messages. The messages include
a type message 1412 indicating that a data message is to
follow, an ID identification message 1418 indicating the
identity of the user node, such as its C-RNTI or RA-RNTI,
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and the data message DAT 1407. The destination address is
embedded in the data message 1407 in this case. The base
station, upon receiving the messages 1412, 1418, 1407, then
decodes the data message 1407, determines the destination
address therefrom, and transfers the data message 1407 to
the core network, which converts it to a relay message 1409
and sends it to a wider network for delivery to the recipient.
The base station also transmits an acknowledgement mes-
sage 1419 back to the user node on the PDCCH or (in dash)
on the RACH. The procedure delay PDly 1410, from the
initial type message 1412 to the relay message 1409, is
indicated. In addition, a brief LBT (listen-before-talk inter-
val, not shown) may precede the 1412 type message, to
avoid collisions.

The message sequence, type 1412, ID 1418, and DAT
1407, may be termed “actionable” in that it includes all of
the information needed to prepare and deliver the relay
message 1409 to the recipient without further messaging to
the user node, other than a final acknowledgement 1419, if
desired.

An advantage of transmitting the data message 1407,
along with necessary type and identification messages 1418-
1412, on an unscheduled channel without waiting for an SR
opportunity 1402, may be that the data message 1407 can be
uploaded sooner than if the user node had waited for an SR
opportunity 1402 and performed the prior-art access proce-
dure of FIG. 1A. Another advantage may be that the depicted
procedure is simple enough for many low-cost low-perfor-
mance user nodes, such as sensors controlled by microcon-
trollers, to access the 5G network. Another advantage may
be that the method may be implemented in a base station
with a software update, rather than hardware changes,
thereby saving costs, according to some embodiments.

The procedure of FIG. 14A may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 14B is a flowchart showing an exemplary embodi-
ment of a method for transmitting a complete or “action-
able” message sequence on a random access channel,
according to some embodiments. In this example, the user
node transmits the data message on the RACH channel (or
other unscheduled channel) without a grant. At 1451, the
user node has data ready, and without waiting for an SR
opportunity, transmits a type message, an 1D message, and
the data message on an unscheduled channel such as the
RACH channel. The type message indicates that a data
message follows. There is no SR message because no grant
is requested in this case. The ID message identifies the
transmitting node. As an option, the user node may also
transmit calibration messages (not shown) such as DMRS
and PTRS messages, before or after the other messages, to
assist the base station in demodulating the signals There is
no address message because in this case the data message
includes the destination address, which the base station
retrieves by decoding the data message upon receipt. There
is no BSR message because a grant is not requested and
incremental transfer to the core network is not involved.
Therefore, the base station can readily determine the size of
the data message after receipt, or alternatively the size may
be indicated in the data message itself. The data message
may also include an embedded error-check code such as a
CRC code. As an option, the type and identification infor-
mation may be included in the data message, for example in
separate fields of the data message, in which case the
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composite data message may be transmitted without the
separate type and ID messages shown.

At 1452, the base station receives the type, ID, and data
messages and (optionally) transmits an acknowledgement
back to the user node. At 1453, the base station transfers the
data to the core network, which then 1454 transfers a relay
message based on the data message to the recipient via other
stations.

As a further option, the various messages 1412-1418-
1407 may be combined into a single message that includes
the same data in, for example, fields of the combined
message.

An advantage of transmitting all the messages on the
random access channel without a grant may be speed, since
very low latency may be obtained, according to some
embodiments. The latency corresponds to the width of the
two small header messages, after which the data message
begins. Another advantage may be simplicity since complex
handshaking and frequency changes are not required in this
case. Another advantage may be minimal occupation of the
scheduled channels, since all the messages maybe transmit-
ted on a non-scheduled channel in the depicted case. Another
advantage may be collision mitigation, since the user node
may automatically re-transmit the messages (after a required
LBT delay such as a sensing slot, and after a random backoff
delay if required) if the node fails to get an acknowledge-
ment after the data message.

The procedure of FIG. 14B may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 15A is a sequence chart showing an exemplary
embodiment of a procedure for transmitting a data message
on an unscheduled channel, while cancelling a grant cycle,
according to some embodiments. Horizontal lines indicate
SR opportunities 1502, signals of a user node on the
PUCCH, PUSCH, and RACH channels, signals of the base
station on the PDCCH, and of the core network, relative to
a Data Ready time 1501 when a data message becomes
ready to transmit. The user node intends to transmit on an
unscheduled channel such as the RACH channel immedi-
ately upon the Data Ready time 1501. However, traffic or
noise 1514 is detected on the intended channel or channels,
preventing the user node from transmitting. While the user
node is waiting for the unscheduled channel to clear, the next
SR opportunity 1502 occurs, and so the user node changes
tactics and submits an SR message 1503 on the PUCCH,
requesting an uplink grant. However, the noise 1514 sub-
sides while the user node is waiting for a grant. At that time,
rather than waiting for an upload schedule, the user node
changes tactics again, and elects to return to the initial plan
of transmitting messages on the unscheduled channel.
Therefore, the user node transmits a type message 1512, an
identification message ID 1518, and the data message DAT
1507 on the unscheduled channel. Optionally, the user node
may also cancel the pending SR request by transmitting a
cancellation message 1513 on the PUCCH (or other channel
as appropriate), thereby cancelling the scheduling request
1503. The base station receives the data message 1507 and
transfers it to the core network. The core network then
forwards the data message 1507 as a relay message 1509 to
the recipient via other networks. Optionally (not shown) the
user node may transmit one or more calibration signals such
as DMRS preferably before the type message 1512, and the
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base station may transmit an acknowledgement message on
the RACH or other channel following the data message
1507.

An advantage of aborting the multi-step grant access
procedure of FIG. 1, and instead transmitting the type 1503
and identification 1518 and data 1507 messages on the
unscheduled channel may be low latency, since the data
message 1507 may be uploaded sooner than waiting for
grants. Another advantage may be that usage of the sched-
uled channels may thereby be minimized, freeing them for
other messages that do not require low latency. Another
advantage may be that the disclosed improvements may be
implemented in software, rather than hardware changes,
generally at low to negligible cost, according to some
embodiments.

The procedure of FIG. 15A may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 15B is a flowchart showing an exemplary embodi-
ment of a method for transmitting a data message on a
random access channel while avoiding noise, according to
some embodiments. In this example, a user node attempts to
transmit on the RACH but is blocked by noise, so it sends
an SR message instead. But then the noise subsides, so the
node cancels the SR request and instead transmits the
message on the RACH without further delay.

At 1551, a user node has a data message ready to send on
the random access channel, but at 1552 detects noise or
interference or cross traffic on the channel, and therefore
waits. In the mean time, an SR opportunity arrives at 1553,
so the user node transmits a scheduling request on the
PUCCH instead. However, at 1554 the user node detects that
the noise has subsided, and therefore at 1555 optionally (in
dash) transmits an SR cancellation message to the base
station. Simultaneously, or shortly thereafter, at 1556, the
user node transmits, on the RACH, a type message, an 1D
message, and the data message, without gaps or at least with
gaps no larger than a sensing slot, so that the base station
may determine from their contiguity that the messages are
related. Alternatively, a single composite message that
includes the content of those messages may be transmitted.
After receiving the messages 1557, which provide sufficient
information to enable the base station to process the data
message without soliciting further transmission from the
user node, the base station then transfers the data to the core
network at 1558, which prepares a relay message and
transfers it toward the recipient at 1559.

An advantage of transmitting the data message 1507 on
the RACH when it becomes available may be to obtain low
latency, since the message sequence, as finally implemented,
involved no grants with their attendant delays. Another
advantage may be simplicity, since a low-performance user
node, that does not require high message reliability, may
transmit the messages on the random access channel directly
and at will, while avoiding noise, and without having to
comply with complex formatting and protocol requirements
of scheduled messages in 5G.

The procedure of FIG. 15B may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.
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FIG. 16A is a sequence chart showing an exemplary
embodiment of a procedure for transmitting a data message
on an unscheduled channel with early disclosure of the
destination address, according to some embodiments. Hori-
zontal lines indicate SR opportunities 1602, signals of a user
node on the PUCCH, PUSCH, and RACH channels, signals
of the base station on the PDCCH, and of the core network,
relative to a Data Ready time 1601 when a data message is
ready to transmit. In this case, the user node transmits a
series of messages on an unscheduled channel such as a
RACH channel, starting as soon as the data is ready at 1601.
The messages include a type message 1618 that specifies the
remaining messages, then an identification message 1D
1618, a size message 1605 such as a BSR, and an address
message 1611 indicating the destination address, followed
by the data message DAT 1607. The base station, detecting
the address message 1611, can then begin transferring the
data message 1607 to the core network in real-time, while
the data message 1607 is being received, and the core
network can prepare and transmit a relay message 1609
toward the destination in real-time. The resulting procedure
delay PDly 1610 is short because the address message 1611
provided the necessary address information before the data
message 1607, and otherwise the base station would have
had to retrieve the destination address from the data message
1507 after it was uploaded. A type message 1612 is used
here, rather than an SR request as in FIG. 13A, because in
this case no grant is requested.

Not shown, but recommended, are standard support mes-
sages such as a DMRS message, a PTRS message, and a
CRC message, appended or prepended to the messages
shown, for ease of demodulation and for error-checking, and
an acknowledgement message after the data message 1607
is received.

An advantage of transmitting the messages 1612, 1618,
1605, 1611, 1607 on an unscheduled channel may be low
latency, since the data message 1607 may be uploaded
sooner than with the multi-step multi-grant access process of
FIG. 1, according to some embodiments. An advantage of
providing the destination address 1611 before the data
message 1607 may be that the relay message 1609 may be
delivered sooner than if the base station or core network had
to decipher the address from the data message 1607. A
further advantage may be simplicity, since a low-cost user
node may more easily transmit the messages on a single
frequency without complex protocol requirements. Another
advantage may be ease of implementation, requiring only
software upgrades, according to some embodiments.

The procedure of FIG. 16A may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 16B is a flowchart showing an exemplary embodi-
ment of a method for transmitting a data message including
a destination address on a random access channel, according
to some embodiments. In this example, the user node
transmits a series of messages on the random access channel
as soon as the data is ready, and thereby obtains a short
transmission delay and a short procedure delay due to the
avoidance of multiple steps in the 5G grant scheduling
routine.

At 1651, the user node has prepared a data message and,
without waiting for an SR opportunity, the user node trans-
mits, on the RACH (or other monitored, unscheduled chan-
nel), a type message, an ID message, a BSR message, an
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address message, and the data message. The messages may
be transmitted contiguously or without gaps larger than a
sensing slot (or other predetermined time interval) between
the messages. Alternatively, the messages may be combined
into a header message including the type, ID, BSR, and
address message, followed by the data message. As a further
alternative, all five messages may be combined into a single
composite message configured to carry the information
represented by the individual messages listed. Specifically,
the type message indicates the type of communication and in
particular that a data message follows, the ID message
identifies the user node, the BSR message specifies the size
of the data message, and the address message includes the
MAC address of the destination, or a pointer or code
representing the address.

At 1652, the base station receives the header messages
and begins to receive the data message, while the upload
continues. At 1653, the base station transfers the data
message, or an extract of it, to the core network. In this
example, the transfer is done incrementally or in portions,
while the data message is still being uploaded. At 1654, the
core network receives the size and address information,
which enables the core network to begin setting up a relay
transfer of the data to the recipient (or, more preferably, the
base station may inform the core network of the size and
destination of the impending data message as soon as those
items are received, so that the core network can begin
preparing the relay transfer). Then, when the relay transfer
is arranged, the core network begins to transfer the data
message incrementally to the recipient’s cell. The recipient’s
base station or core network may accumulate those portions
as they arrive and reconstruct the data message before
downloading it to the recipient. Alternatively, the recipient’s
base station may pass the portions to the recipient and allow
the recipient’s processors to reconstruct the message. How-
ever, in some cases the relay preparation may take longer
than the data message upload, and in those cases the core
network would begin the transfer only when ready, and
therefore may opt to transfer the complete relay message as
a unit rather than multiple portions of it.

An advantage of providing the messages on the random
access channel may be that low latency may be obtained
since the delays regarding SR opportunities and grant pro-
tocols are avoided. An advantage of providing the address
and BSR messages before the data message may be that the
core network is thereby enabled to set up the relay agree-
ment before uploading the data message, since the relay
agreement generally depends on the size and destination of
the data message. Another advantage of disclosing the
destination address before the data message may be that the
data message may be transferred incrementally, thereby
reducing the overall latency, according to some embodi-
ments.

The procedure of FIG. 16B may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 17A is a sequence chart showing an exemplary
embodiment of a procedure for transmitting a data message
on an unscheduled channel, with early disclosure of the
destination address before the data is ready, according to
some embodiments. Horizontal lines indicate SR opportu-
nities 1702, signals of a user node on the PUCCH, PUSCH,
and RACH channels, signals of the base station on the
PDCCH, and of the core network, relative to a Data Ready
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time 1701 when a data message is ready to transmit. In this
case, the user node calculates when the data message will be
ready to send, how long it will take to transmit certain header
messages, and also how large the data message will be,
before the data message is actually ready to transmit. There-
fore, the user node can transmit a header containing the size
information before the Data Ready time 1701, which is then
followed by the data message, on an unscheduled channel
such as a RACH channel. The header in this case includes
a type message 1712 indicating that a data message is to
follow, an identification message ID 1718 such as the
C-RNTT of the user node, a size message 1705 such as a
BSR, and the destination address 1711 such as the MAC
address of the recipient. The header messages 1712, 1718,
1705, 1711 are transmitted before the Data Ready time 1701,
preferably configured to end upon the Data Ready time 1701
or slightly later, and the data message DAT 1707 is trans-
mitted after the Data Ready time 1701 when the header
messages are finished. “Slightly later” in this context means
a predetermined time such as one or a small number of
symbol times, or one or a small number of slots, after the
Data Ready time 1701, for example. Preferably the mes-
sages are transmitted contiguously, with little or no gap
between the messages, so that the base station will know that
they are all related. “Little or no gap” in this context means
contiguously, or with gaps smaller than a sensing slot, or
with gaps smaller than a time that nodes are required to wait
before transmitting, or gaps smaller than a predetermined
time specified by the network such as 9 microseconds. Since
the destination address 1711 is disclosed before the data
message 1707 is transmitted, the base station can use that
information to transfer the data to the core network while the
data message 1707 is being received, and the core network
can prepare and send the relay message 1709 toward the
recipient via a larger network while the rest of the data
message 1707 is being uploaded, assuming incremental
transfer is supported and the relay arrangement has been
finalized at that time. The procedure delay PDly 1710
between the type message 1712 (or whichever message is
transmitted first) and the start of the relay message 1710 is
also indicated.

Optionally, not shown, the user node may transmit certain
support messages such as DMRS, PTRS, and CRC mes-
sages, preferably contiguously with the other messages, to
assist the base station. Optionally, not shown, the base
station may transmit an acknowledgement or non-acknowl-
edgement, on the random access channel or the PDCCH
channel, after receiving the data message.

Sidelink or peer-to-peer messages, directly between user
nodes in the same cell or network, may be transmitted more
rapidly and processed by the recipient user node more
readily when the recipient’s address is included ahead of a
data message, so that the recipient can determine that the
message is intended for it instead of some other user node.
There is generally no need for each user node to decode
messages addressed to some other node. For even lower
latency and greater efficiency, a brief code may be used
instead of the full address of the recipient node.

An advantage of transmitting the header messages 1712-
1711 before the Data Ready time 1701 may be that the relay
message 1709 may be delivered sooner than if the user node
had waited until the data message was ready before starting.
In many applications, the user node can calculate the size of
a data message and can determine when the data message
will be ready to transmit, and therefore can transmit the
header messages on an unscheduled channel before the data
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is ready, followed by the data message, and thereby save
time and provide low latency, according to some embodi-
ments.

The procedure of FIG. 17A may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 17B is a flowchart showing an exemplary embodi-
ment of a method for transmitting header information
including a destination address before a data message is
ready, according to some embodiments. In this example, the
user node calculates when the data message will be ready,
how long it will take to transmit the header messages, and
then transmits the header messages on the random access
channel, followed by the data message. Very low latency
may be achieved.

At 1751, the user node determines when the data message
will be ready, and its size, and the destination address, plus
any other information needed for transmitting the data
message. Then, before the data message is ready, but timed
so that the header messages will finish when the data
message becomes ready, or within a predetermined interval
of when the data message is expected to become ready, the
user node transmits a series of header messages including
1752 a type message indicating that a data message is to
follow (and optionally specifying which header messages
and formats etc. are included), an identification ID message
identifying the user node (such as its C-RNTI or RA-RNTI
or MAC address or other identifying code of the user node),
a BSR message (or other size message indicating the size of
the data message), and an address message (specifying the
MAC address or other address of the destination, or a code
or pointer indicating the recipient’s address).

At 1753, the header messages are finished and the data
message becomes ready, so the user node transmits it on the
random access channel. The various messages are preferably
separated by no gaps, or at least gaps less than a sensing slot,
or other interval that nodes are required to wait before
transmitting to avoid collisions on the random access chan-
nel.

At 1754, during the data message upload, the base station
transfers the data incrementally to the core network, along
with the size and address data, so that at 1755 the core
network can set up the multi-hop transfer and begin sending
the relay message, or portions thereof, toward the destina-
tion. Alternatively, the base station may convey the size and
address information to the core network as soon as those
messages are received, instead of waiting until the data
message upload is in progress, so that the core network can
get started sooner at setting up the relay arrangement to the
recipient’s cell. If incremental transfer is not supported, the
core network may accumulate the data message portions and
then transfer a relay message 1709 as a unit.

In some cases, the user node may not be able to precisely
calculate when the data message will be ready. In those
cases, the user node may calculate an expected latest pos-
sible time for the data message to be ready, and may begin
transmitting the header messages so that they will be fin-
ished at that latest expected time. The intent is to avoid gaps
between the header and data messages as large as a sensing
slot, to prevent other nodes from barging in on the random
access channel. If, however, the data message is not ready at
the calculated time, then the user node may transmit a buffer
message (not shown) after the header messages to keep
control of the random access channel until the data message
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is ready. The buffer message may be a series of symbols with
unmodulated carrier signal, or a series of calibration signals
such as DMRS and PTRS, for example.

An advantage of transmitting the header messages before
the data message is ready, may be to obtain very short or
substantially zero transmission delay and hence low latency.
An advantage of transmitting on the random access channel,
or other channel allocated for the purpose, may be to keep
the scheduled channels clear for other traffic. Another advan-
tage may be to provide a simple, readily accessible method
for low-cost low-performance nodes to access the 5G net-
work and obtain low latency with minimal consumption of
resources. An advantage of providing the BSR and address
messages before the data message may be to assist the core
network in preparing the incremental transfer to other sta-
tions before the data message has been fully uploaded.
Another advantage may be that the method may be imple-
mented with a software update rather than hardware devel-
opment, at low cost, according to some embodiments.

The procedure of FIG. 17B may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 18A is a sequence chart showing an exemplary
embodiment of a procedure for transmitting a data message
on an unscheduled channel with early disclosure of the
destination address before the data is ready, according to
some embodiments. Horizontal lines indicate SR opportu-
nities 1802, signals of a user node on the PUCCH, PUSCH,
and RACH channels, signals of the base station on the
PDCCH, and of the core network, relative to an expected
Data Ready time 1801 when a data message is expected to
be ready to transmit. In this case, the user node attempts to
calculate when the data message will become available in
advance, and therefore transmits header messages before the
Data Ready time 1801, to be followed by the data message
DAT 1807. The header messages include a DMRS message
1820 calibrating the modulation, a type message 1812
indicating that a data message is to follow, an identification
message [D 1818 identifying the user node such as its
C-RNTT or the like, a size message 1805 such as a BSR
message, an address message 1811 indicating the destination
address, and an error-check message 1817 such as a CRC
message or other code to reveal errors in the header mes-
sages 1811-12. The expected Data Ready time 1801 then
arrives when the CRC message 1817 is finished. However,
in this example, the data message 1807 is still not ready, due
to some unexpected delay. The user node does not want to
release the random access channel because the data message
is almost ready, and does not want to leave a gap between
the CRC message 1817 and the data message 1807 because
other user nodes may jump in and transmit during that time,
and because a gap may cause the base station to misinterpret
the sequence of messages. Therefore, the user node contin-
ues to transmit, in this case, one or more additional DMRS
messages 1820 (or alternatively another message or
unmodulated carrier, for example) until the data message
1807 is finally ready, and the user node transmits it.

The base station can receive the header messages and
check them for errors before proceeding with the DAT
message 1807. If an error is found by comparing the
error-check message 1817 to the as-received header mes-
sages, then the base station can ignore the header messages
and the DAT message 1807, and may also send an acknowl-
edgement or non-acknowledgement message 1819 (dash) to
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the user node, on the PDCCH or RACH channels for
example, accepting the messages or warning the user node
that there was a problem. If the header files 1811-12 are
consistent with the error-check code 1817, then the base
station can pass the DAT message 1807 to the core network,
which can then transfer the corresponding relay message
1809 to the wider network and toward the recipient, in
real-time as the data message 1807 is being uploaded. The
procedure delay 1810 is shown, extending from the end of
the type message 1812 to the beginning of the relay message
1809. The data message 1807 may include another error-
check code for the data portion, embedded within the data
message 1807 or appended (not shown) or prepended or
otherwise included with the data message.

An advantage of providing an error-check message
appended to the header messages before uploading the data
message may be that the base station may ignore the other
messages, including the data message, if any errors are
revealed in the header messages. In addition, the base station
may be able to signal the user node to abort the data message
upload, thereby saving time and energy. Upon discovering
that the attempt has failed, the user node may try again to
upload the header messages, assuming the unscheduled
channel remains clear of interference.

An advantage of transmitting calibration signals before
and optionally after the header messages may be to assist the
base station demodulator in accurately interpreting the sig-
nals. Also, the use of frequent calibration messages may
enable higher modulation than would otherwise be feasible.
An advantage of inserting additional buffer messages, such
as DMRS messages, after the header messages may be to
avoid leaving a gap before the data message. An advantage
of providing the various messages on the random access
channel, or other monitored but unscheduled channel, may
be to avoid causing congestion on the scheduled channels.
An advantage of transmitting the header messages before the
data message is ready, may be to obtain very low latency
while avoiding the delays normally involved in grant request
protocols. An advantage of providing the size and address
information early may be that the core network may begin
setting up the relay arrangement sooner than if those items
were extracted from the data message. The header messages
may also enable the core network to transfer the relay
message incrementally to the recipient rather than waiting
until the entire data message has been uploaded, thereby
causing the data to reach the recipient sooner than otherwise.
An advantage of transmitting extra calibration or buffer
messages while waiting for the data message to be ready
may be that this keeps control of the random access channel
by excluding other nodes from transmitting. Moreover, an
advantage of the disclosed method may be that it may be
implemented as a software update rather than in hardware at
relatively low cost, according to some embodiments.

The procedure of FIG. 18A may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 18B is a flowchart showing an exemplary embodi-
ment of a method for transmitting a header including a CRC
before a data message is ready, according to some embodi-
ments. In this example, the user node transmits a series of
messages before the data is expected to be ready, but the data
is not ready on time. Therefore, the user node sends one or
more additional DMRS or other buffer messages, and then
the data message.
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At 1851, the user node calculates when the data message
will likely be ready, and then at 1852 begins transmitting at
a time calculated to finish the header messages just as the
data message becomes ready. Thus, the user node transmits
a DMRS message to assist in demodulating the other mes-
sages, a type message indicating the series of messages to
follow, an identification message, a size or BSR message, a
destination address (or a code representing same), and a
CRC or other error-check code configured to detect faults in
the header messages listed. Preferably, the base station
informs the core network of the impending data message
including its size and address as soon as those items are
known to the base station.

The header messages are finished at the calculated time
1853, but in this example the data message is not yet ready.
If the user node leaves a gap between the header messages
and the data message, another node may begin transmitting
during the gap, thereby preempting the data message indefi-
nitely. Alternatively, the base station may misinterpret such
a gap as indicating that the header messages are not related
to the subsequent data message. Therefore, to maintain
control of the random access channel and ensure that the
base station recognizes that the header messages and the
data message are related to each other, the user node
transmits one or more buffer messages such as DMRS or
PTRS messages until the data message is ready, and then
1854 transmits the data message.

More specifically, if the data message is expected to
become ready at time T, and the length of the header
messages is H, the header messages may be transmitted
starting at a time T-H, so that the header messages will finish
when the data message is expected to become ready. Alter-
natively, the header messages may be transmitted at a later
time, such as T-H+h, where h is a preferably short interval
configured to cause the header messages to finish slightly
(the time h) after the data message becomes ready, thereby
providing that the data message may be transmitted con-
tiguously (with zero gap between the header messages and
the data message) in case the data message is delayed.
Alternatively, the header messages may be transmitted at the
T-H time, and if the data message is delayed, the user node
may transmit “buffer” messages such as repeated DMRS
messages or unmodulated carrier until the data message
becomes ready.

At 1855, the base station transfers the data message, or an
extract thereof, to the core network. In this case, the base
station transfers the data message incrementally, while the
data message continues being uploaded. At 1856, the core
network sends a relay message containing the data toward
the recipient. The transfer to the recipient may also be done
incrementally if feasible. However, if incremental transfer is
not feasible, the entire relay message may be transferred
non-incrementally after the data message has been fully
uploaded.

As an option, a second CRC message may be provided
within or appended to the data message, providing an
error-check code for the data message. Alternatively, a single
CRC (or the like) may be provided spanning the header
messages and the data message together, preferably account-
ing for the extra DMRS message as well.

An advantage of providing the error-check code(s) may
be to detect faulted messages by comparing the as-received
message with the CRC code. Optionally, an acknowledge-
ment/non-acknowledgement may be provided by the base
station after the data message is received, indicating whether
the message or messages include faults, whereupon the user
node may re-transmit either the header portion, or the data
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portion, or both, depending on the fault location and the
position of the CRC. An advantage of transmitting the
header messages before the data message is ready, may be
that very low transmission delay and hence low latency may
be obtained thereby. An advantage of providing the BSR and
address messages before the data message may be to enable
the core network to prepare the multi-hop relay agreement,
and to implement it incrementally, while the data message is
still being uploaded. An advantage of transmitting buffer
messages until the data message is ready may be to prevent
other nodes from barging in and interfering with the data
message. An advantage of transmitting without a grant on
the RACH channel may be to provide a simplified, low-
latency method for nodes to access the network, particularly
nodes that do not demand high reliability since collisions on
the random access channel are generally more common than
on scheduled channels. An advantage of the disclosed
method may be that it may be implemented in software at
relatively low cost, in some embodiments.

The procedure of FIG. 18B may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

The systems and methods disclosed herein further include
a temporary QoS (quality of service) adjustment request
message, transmitted by a user node and configured to cause
a base station and core network to process a subsequent data
message with a different priority than the user node’s default
QoS. The temporary QoS request applies only to a particular
one data message following the temporary QoS request and
its associated grants and transfers, and does not alter the
default QoS. Alternatively, the temporary QoS message may
apply to a different data message such as the one after next,
or to some other specified data message, or to a set of
specified data messages, while not altering the default QoS
of the user node. Although 5G generally includes a proce-
dure for changing the default QoS of a user node, it is
multi-step and time-consuming. If the user node wishes to
obtain the adjusted QoS service for one data message only,
then the user node would have to repeat the procedure for
changing its default QoS back to the original value after
sending the data message. This places demands on the base
station as well as the user node, and is incompatible with a
low-latency requirement, due to the time required to change
the default before transmitting the data message. The tem-
porary QoS message avoids all of that.

FIG. 19 is a chart showing an exemplary embodiment of
a method for encoding a temporary QoS request message,
according to some embodiments. In this non-limiting
example, the temporary QoS request message includes eight
bits; however, other versions may have 4, 6, 12, or 16 bits
or more. The bits may indicate which QoS-related feature is
to be adjusted for a subsequent data message, and whether
each feature is to be increased or decreased, and by how
much. For example, in the depicted chart, the first two bits
indicate whether the user node requests an increase or
decrease in the speed of transmission (that is, low-latency or
avoidance of delays). As shown, the first two bits represent
four encoded states, which in this example are to lower,
leave unchanged, raise by one step, or raise by a larger
amount such as two steps, the speed of handling or process-
ing of the data message. The “step” in this example is a
proxy for a more quantitative measure of priority or status or
other QoS-related measure of performance. Bits 3 and 4 may
indicate the change in reliability desired. For example, high
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reliability may entail parallel transmissions at different fre-
quencies, or other actions to increase the likelihood that the
data message will reach the intended recipient. Bits 5 and 6,
in this example, are flexible and may be adapted by the
installation or may be adjusted or otherwise assigned mean-
ings by the user node, among other possibilities. For
example, bits 5 and 6 may indicate whether the temporary
QoS is being requested is the next data message (code 10),
or the one after that (code 01). In addition, the same bits 5
and 6 could indicate that the temporary QoS is requested for
all subsequent messages (code 11) until being reset with
another temporary QoS request (code 00). The final two bits,
7 and 8, are reserved for future uses in the depicted chart. In
another embodiment, rather than requesting a change rela-
tive to the default QoS level, the temporary QoS message
may be configured to state specifically what QoS level or
requirements are desired, and one of the reserved bits may
be used to indicate that. As mentioned, the example is
non-limiting; artisans may develop other formats and uses
for a temporary QoS request after reviewing the examples
disclosed herein, without departing from the appended
claims.

In an alternative embodiment, the temporary QoS mes-
sage may specify a particular QoS level, including latency
and reliability requirements as well as other priority or
quality related requirements, without immediately imple-
menting the change. For example, bit 7 of the depicted
format may be used to indicate that the temporary QoS is to
be held in reserve until invoked. Then, at some later time, the
pre-arranged temporary QoS may be invoked by the user
node using a special code of the QoS format described
above, or alternatively using a single bit multiplexed with
another message such as an SR message, a BSR message, an
ACK or NACK message, a DMRS or PTRS or SRS (sound-
ing reference signal) or other calibration message, another
data message, or some other message, for example. An
advantage of pre-arranging a temporary QoS and then
invoking it later may be to save resources and to save time
when a high-priority message suddenly becomes ready to
transmit.

In yet another alternative embodiment, the user node may
specify that an anticipated downlink message be processed
with a special QoS. For example, if the user node knows or
expects that an important incoming message is imminent,
then the user node may request that the base station should
forward the incoming message with lower delays and/or
higher reliability than normal downlink communications.
The base station may then implement the adjusted QoS as
soon as the expected message arrives at the base station, for
example by downloading the message to the user node ahead
of other downlink activity or on two parallel channels
according to the requested QoS. As an option, bit 8 of the
depicted format may be used to indicate that the requested
QoS adjustment is to be applied to the next incoming
message addressed to the user node rather than uplink.

An advantage of a temporary QoS request format such as
that depicted may be that a user node may readily change the
priority and handling of one or more subsequent data
messages without modifying the default QoS of the user
node. Another advantage may be that the depicted format
allows the user node to distinguish between special handling
for speed or reliability or both, and to raise or lower each,
and to adjust the degree of change. However, other envi-
sioned formats such as simpler formats may not provide
such nuanced control, while other formats may provide finer
control, or different controls over the temporary QoS adjust-
ment. Another advantage may be that bits are allocated to
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system-dependent and/or user-dependent usage, thereby
providing flexibility in implementation. Another advantage
may be that some bits may be used to indicate whether the
QoS adjustment is to be applied to the next data message, or
the one after that, or to toggle the adjusted QoS on and off,
for example. Another advantage may be that some bits may
be used to indicate whether the specified QoS change is to
be held in abeyance until invoked later. Another advantage
may be that some bits may be used to indicate whether the
QoS adjustment is to be applied to uplink or downlink
communications. Another advantage may be that the entire
request may fit in a single byte or a single symbol modulated
according to an 8-bit table such as 256QAM.

The procedure of FIG. 19 may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 20A is a sequence chart showing an exemplary
embodiment of a procedure to transmit a temporary QoS
request, according to some embodiments. This example
includes a temporary QoS adjustment request, intended to
cause the priority of a subsequent data message to be
increased or decreased, according to some embodiments.
The horizontal lines show the SR opportunities 2002, the
user node signals on the PUCCH and PUSCH, base station
signals on the PDCCH, and actions of the core network,
relative to a Data Ready time 2001, at which time the data
becomes ready to transmit. The user node waits for the next
SR opportunity 2002, and then transmits an SR+QoS mes-
sage 2003, that is, an SR request that includes a request for
a temporary change in QoS for the following data message,
without changing the default QoS of the user node. For
example, the SR+QoS message may be modulated in a
certain way, using modulations reserved for such QoS
messages. Alternatively, a QoS request message may be
transmitted in place of an SR message, and the base station
may be configured to recognize the QoS message as both a
grant request and a QoS adjustment request. Alternatively,
the SR opportunity 2002 may accommodate two-symbol SR
messages in which the first symbol is an unmodified SR
message and the second symbol is configured as a temporary
QoS adjustment request. Requests modulated in such a
manner may be transmitted by users when they desire higher
or lower QoS for a particular data message.

The base station, detecting the SR+QoS message 2003,
may elevate or reduce the QoS (or other type of urgency or
priority level, or other processing parameter related to a
level of service) regarding the impending data message. The
adjustment may include accelerating the permission process,
including faster transmission of a first grant 2004, reception
of a BSR message 2005, transmission of a second grant
2006, and reception of the data message 2007 with reduced
attendant delays. Alternatively, or in addition, the adjust-
ment may include enhancing the reliability of the data
message transmission, such as allocating two parallel fre-
quencies for dual transmission of each message, among
other possible enhancements. The base station may also
enhance or accelerate the transfer of the data message 2007
to the core network, and the core network may facilitate
sending a relay message 2009 to other networks toward the
recipient. In addition, the core network can request accel-
erated handling from the various other stations involved in
conveying the relay message 2009 through each other sta-
tion on the way to the recipient. In addition, the enhanced
QoS may include giving the user node’s messages higher
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priority than other messages, including interrupting any
ongoing uplink or downlink transfer by other nodes. In case
traffic is heavy, some lower-priority messages may be
delayed or discarded to accommodate the temporarily
elevated QoS message.

In some cases, a user node with a high default priority
may request a reduced QoS for a particular data message.
Such a reduced QoS may make sense, for example, if the
data message is not critical or if the user node wishes to
reduce costs, or other reason. The base station and core
network can then respond to the SR+QoS message 2003 by
lowering the level of service and urgency in providing
access and handling the data message 2007.

In another embodiment, the user node may transmit a
standard SR message, but simultaneously or synchronously
transmits a temporary QoS change request on an unsched-
uled channel such as the RACH channel. The base station
can receive the SR message and the temporary QoS change
request and provide the service requested.

As a further alternative, the user node may append a
temporary QoS request to the BSR message 2005, or to
another message such as a CSI (channel state information)
report, with the same effect.

As another alternative, the user node may send a tempo-
rary QoS request message to the base station in advance of
the SR message, stating that a later following data message
is higher or lower priority than the default QoS of the user
node. That request may be transmitted on an unscheduled
channel such as the RACH channel, or on the PUCCH at
times allocated for such messages, or multiplexed with a
different message such as an acknowledgement message for
example.

As a further alternative, the base station may allocate
multiple symbols to the SR opportunities, such as two
symbols, wherein the first symbol is the SR request message
and the second symbol is available for the user node to
signal other information, such as a temporary QoS adjust-
ment request message. The user node and the base station
may reach agreement as to the meaning of the second
symbol at an earlier time, such as when the user node joins
the network.

As another alternative, the base station may allocate some
SR opportunities for regular SR requests and other SR
opportunities (at different times or on different subchannels)
for special SR requests, such as requests for high-QoS
handling of the associated pending data message. Thus, the
user node may request a grant using the user node’s default
QoS level by sending an SR message upon one of the first
category of SR opportunities (regular), or it can request
temporary QoS elevation by sending an SR message on one
of the second category SR opportunities (special). The SR
request on the special category of SR opportunities would
constitute the QoS request message, since the presence of an
SR message on one of the SR opportunities reserved for
high-priority messages automatically indicates to the base
station that the user node requires the higher QoS for the
subsequent data message.

Alternatively, the temporary QoS message may indicate
that a different data message is to be processed with the
adjusted QoS, such as the next subsequent data message for
example. Alternatively, the user node may indicate that the
temporary QoS is to be applied to a subsequent downlink
communication, such as an important message that the user
node expects will arrive from elsewhere imminently.

An advantage of such a temporary QoS modification may
be that a user node may obtain special handling, such as
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accelerated service or higher reliability, than normal for a
particular important message, without changing the default
QoS.

Protocols exist in 5G for changing the default QoS of a
user node, but they are complex and time consuming. In
addition, they modify the default QoS for all future mes-
sages from the particular user node, as opposed to changing
the QoS of a single message only. Therefore, the user node
would have to go through the protocols again, after sending
the special message, in order to restore the original default
QoS. The one-time temporary QoS mechanism disclosed
here may be quicker, simpler, and may occupy less overhead
in the network, according to some embodiments. The tem-
porary QoS may thereby provide “message-based” special
handling for a particular data message, and optionally other
associated messages such as a BSR message and grants
associated with the data message.

The procedure of FIG. 20A may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 20B is a flowchart showing an exemplary embodi-
ment of a method for including a temporary QoS request in
an SR message, according to some embodiments. In this
example, a user node requests a temporary change in the
QoS of a following data message by modulating an SR
request message.

At 2051, the user node has data ready, but waits for an SR
opportunity before transmitting. Then at 2052, at an SR
opportunity, the user node transmits an SR message that
includes the temporary QoS request. The two messages may
be provided sequentially or multiplexed or otherwise com-
bined. Alternatively, the user node may arrange with the base
station that its SR messages will be modulated as temporary
QoS request messages, that is, the node transmits a tempo-
rary QoS request message at the time and frequency of the
SR opportunity, but modulated according to a temporary
QoS request, and the base station interprets the message as
both a grant request and a temporary QoS change request.
The temporary QoS change in this case applies to the
impending data message and its grant sequence only, not a
permanent change in the default QoS of the user node.
Optionally, a calibration message such as a DMRS may be
added to the combined SR and temporary QoS message.

At 2053, the base station transmits a grant for a BSR
message. The base station may employ the adjusted QoS that
the user node requested for the grant. For example, the base
station may provide the grant on an accelerated schedule. At
2054, the user node transmits the BSR message. At 2055, the
base station sends a grant for the data message, which again
is according to the requested QoS level, such as transmitting
the grant message ahead of other lower-priority users, or
providing resources in the grant for the data message upload
ahead of other users, for example. If high reliability is
requested, the base station may transmit the grant on two
parallel channels, and may provide, in the grant, two parallel
sets of resource elements so that the user node can transmit
the data message on two channels in parallel, thereby
gaining higher probability that at least one of the transmis-
sions will be received without fault.

At 2056, the user node transmits the data message as
instructed. At 2057, the base station transfers the data
message, or an extract, to the core network, while also
requesting priority handling (if not already communicated to
the core network). At 2058, the core network transfers a
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relay message, derived from the data message, to the recipi-
ent via, usually, multiple station hops. The core network
specifies that the message is special priority and requests
that each station in the chain should pass that request,
including the notation or flag of special priority, along to the
next station, so that the entire transfer receives the requested
level of QoS.

Alternatively, the user node may request a temporary
reduction in its QoS level, for example to transmit a routine
low-priority message and avoid wasting network resources.
Also, lower QoS transmissions may result in a cost savings
if the network charges according to QoS requested.

An advantage of placing the temporary QoS request upon
the SR opportunity, may be that the requested change may
then apply to each of the various steps listed, including grant
transmissions and data message processing. An advantage of
requesting a temporary QoS adjustment with a single QoS
request message may be simplicity, since the depicted
method avoids a complex procedure involved in changing
the user node’s default QoS level before, and again after,
sending the data message. Another advantage may be that
the temporary QoS message response may be implemented
as a base station software update, which is generally much
lower in cost than hardware modifications.

The procedure of FIG. 20B may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 21A is a sequence chart showing an exemplary
embodiment of a procedure for providing a temporary QoS
request with a BSR message, according to some embodi-
ments. The horizontal lines show SR opportunities 2102 and
signals by a user node on the PUCCH and PUSCH, base
station signals on the PDCCH, and core network signals,
relative to a Data Ready time 2101. In this example, a
temporary QoS adjustment request message 2115 is com-
bined with a BSR message 2105.

The user node transmits a scheduling request SR message
2103 on the PUCCH at an allocated SR opportunity 2102,
and the base station replies with an uplink grant 2104 on the
PDCCH. This enables the user node to transmit a BSR
message 2105 and a temporary QoS message 2115 on the
PUSCH. The BSR 2105 and the temporary QoS message
2115 are shown concatenated with little or no gap between
them, but other combinations may be possible, such as
multiplexing the two messages 2105, 2115. Multiplexing
may be accommodated using an 8-bit modulation table such
as 256QAM, in which 4 bits represent the data message size
according to a 16-level size table, combined with a 4-bit
QoS request format, thereby making an 8-bit multiplexed
symbol. Other possibilities are envisioned. As a further
alternative, the temporary QoS message 2115 may be placed
first and the BSR message 2105 after, assuming that the
grant Gr-BSR 2104 provides sufficient resources to accom-
modate both the QoS and BSR messages 2115-2105. In one
embodiment, the user node warns the base station at some
earlier time, such as when joining the network, that the user
node may combine a temporary QoS request with a BSR
message, so that the network can provide sufficient resources
in the grant for both BSR and QoS messages, and so that the
base station can recognize the temporary QoS request when
it occurs.

Responsive to the BSR message 2105, the base station
then transmits a second grant Gr-DAT 2106, for the user
node to transmit the data message DAT 2107. Since the base
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station now knows that the user node requests a temporary
QoS adjustment, the base station may provide the second
grant 2105 on an accelerated basis, or whatever service the
user requested. The user node then uploads the data message
2107, and the base station transfers the data to the core
network along with a request that the information be
accorded the adjusted QoS. The core network then prepares
a relay message 2109 based on the data message 2107 and
transfers it to other stations with a request that the adjusted
QoS be honored at each hop.

An advantage of transmitting the temporary QoS request
message 2115 in association with a BSR message 2105 may
be that the BSR message 2105 may be the earliest oppor-
tunity that the user node has for requesting a QoS increase.
For example, the SR message 2103 may be unable to
accommodate the temporary QoS request 2115, particularly
if the SR message 2103 is restricted to a single bit. The BSR
message 2105, on the other hand, is more flexible since it has
received an uplink grant, and the grant may be provided for
a two-symbol message, or other grant capable of carrying
both the BSR and temporary QoS messages 2105-2115. The
user node may then obtain higher QoS service for the rest of
the message steps, without having to change the default QoS
level of the user node.

The procedure of FIG. 2A may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 21B is a flowchart showing an exemplary embodi-
ment of a method for providing a temporary QoS request
with a BSR message, according to some embodiments. In
this example, the user node requests a temporary adjustment
in its QoS for a data message, wherein the temporary QoS
request is combined with a BSR message.

At 2151, the user node has data ready to transmit and
waits for the next SR opportunity to submit, at 2152, an SR
message on the PUCCH. In this example, the SR message
format is assumed to be unable to accommodate modifica-
tions such as combining with a QoS request. At 2153, the
base station transmits an uplink grant for a BSR message,
still continuing to apply the default QoS of the user node for
this step, since no QoS adjustment has yet been requested.

At 2154, the user node transmits a BSR message at the
granted time, and also a temporary QoS adjustment request.
The temporary QoS message may be appended or prepended
to the BSR message, assuming the grant provides sufficient
resources to accommodate both messages. Alternatively, the
temporary QoS request may be multiplexed or otherwise
combined with the BSR message according to a format that
the user node and the base station may have agreed upon at
an earlier time, such as when the user node joined the
network, or other time.

At 2155, the base station transmits a second grant, using
the adjusted QoS level to accelerate the scheduled upload,
for example. At 2156, the user node transmits the data
message to the base station on the PUSCH or other channel
as instructed. At 2157, the base station transfers the data
message to the core network, along with a request (if not
specified earlier) that it be processed according to the
adjusted QoS level. Then at 2158, the core network prepares
a relay message from the data message and transfers it to the
recipient with a request that each station along the way treat
the message with the adjusted QoS value.

An advantage of combining the temporary QoS request
with the BSR message may be that the BSR message may be
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the first opportunity for the user node to register its tempo-
rary QoS request, especially if the SR message format does
not accommodate the extra bits of information required for
the temporary QoS message. Another advantage may be that
the remaining steps, such as the uplink grant for the data
message and processing the data message, can be acceler-
ated according to the adjusted QoS level. Another advantage
may be that the method may be implemented as software at
relatively low cost, according to some embodiments.

The procedure of FIG. 21B may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 22A is a sequence chart showing an exemplary
embodiment of a procedure for providing a temporary QoS
request with a data message, according to some embodi-
ments. The horizontal lines show SR opportunities 2202 and
signals by a user node on the PUCCH and PUSCH, base
station signals on the PDCCH, and core network signals,
relative to a Data Ready time 2201. In this example, a
temporary QoS adjustment request message 2215 is com-
bined with a data message 2207.

The user node transmits a scheduling request SR message
2203 on the PUCCH at an allocated SR opportunity 2202,
and the base station replies with an uplink grant 2204 on the
PDCCH. This enables the user node to transmit a BSR
message 2205 on the PUSCH. Responsive to the BSR
message 2205, the base station then transmits a second grant
Gr-DAT 2206, for the user node to transmit the data message
DAT 2207. The user does so, but also includes a temporary
QoS request message 2215 with the DAT message 2207.
Upon completion of that transmission, the base station
transfers the data to the core network to be forwarded to the
recipient as a relay message 2209.

The temporary QoS request message 2215 is shown
preceding the data message 2207. However, the temporary
QoS message 2215 may be placed after the data message
2207, or multiplexed in the data message 2207, or otherwise
provided in association with the data message 2207. Uplink
grants for data messages commonly provide a small amount
of extra resources to avoid truncating any portion, and the
small temporary QoS message 2215 may occupy those extra
resources without exceeding the grant. Alternatively, the
user node may specify, in the BSR message 2205, a size that
includes both the data message and the QoS message sizes,
thereby ensuring that there is room in the grant for the QoS
request.

An advantage of transmitting the temporary QoS request
message 2215 in association with a DAT message 2207 may
be that the user node may thereby obtain special service for
the remainder of the message transfer including the multi-
hop relay transfer to the recipient, although it is too late to
obtain such advantage during the grant steps. In this case, the
SR message 2203 and the BSR message 2205 were unable
to accommodate the temporary QoS request 2215, and so the
DAT message 2207 was the earliest opportunity to do so.

The procedure of FIG. 22A may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 22B is a flowchart showing an exemplary embodi-
ment of a method for providing a temporary QoS request
with a data message, according to some embodiments. In
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this example, a temporary QoS request message is
prepended to the data message.

At 2251, the user node has data ready and waits for the
next SR opportunity. At 2252, the user node transmits, upon
the SR opportunity, an SR message requesting a grant. At
2253, the base station provides an uplink grant configured
for a BSR message. At 2254, the user node transmits its BSR
message indicating the size of the data message. At 2255, the
base station sends a second grant for the data message,
which in this case includes a temporary QoS request mes-
sage as well. At 2256, the user node transmits a temporary
QoS adjustment request followed by the data message.
Alternatively, the temporary QoS message may be embed-
ded in the data message, or multiplexed, or otherwise
combined in such a way that the base station can detect the
temporary QoS request as well as the data portion. At 2257,
the base station transfers the data message to the core
network, while requesting special handling according to the
adjusted QoS. At 2258, the core network transfers a relay
message based on the data message to other stations, along
with a specification that the QoS of that message is accord-
ing to the adjusted QoS request.

An advantage of providing the temporary QoS request
with the data message may be that the SR request and the
BSR message may be unable to accommodate the QoS
information, and thus the data message may be the first
opportunity to make the request. Another advantage may be
that the processing and transfer of the data message may be
performed according to the requested QoS level, resulting in
faster delivery for example, notwithstanding that the grant
sequence was done according to the user node’s default
QoS. Another advantage may be that the user node can
ensure that the second uplink grant is sufficiently capacious
for the temporary QoS request plus the data message, by
specifying, in the BSR message, a size representing the data
message plus the temporary QoS message. Another advan-
tage may be that the method may be implemented by
updating software, which is generally much less costly than
hardware changes.

The procedure of FIG. 22B may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 23A is a sequence chart showing an exemplary
embodiment of a procedure for providing a temporary QoS
request synchronously on a random access channel, accord-
ing to some embodiments. The horizontal lines show SR
opportunities 2302 and signals by a user node on the
PUCCH and PUSCH and RACH, base station signals on the
PDCCH, and core network signals, relative to a Data Ready
time 2301. In this example, a temporary QoS adjustment
request message 2315 is transmitted on a random access
channel at the same time, or within a predetermined interval,
or in other time synchrony, with an SR message 2303. For
example, the temporary QoS request message 2315 may be
transmitted before or after the SR message 2303 (shown in
dash) as long as the temporal relationship between the SR
message 2303 and the QoS message 2315 allows the base
station to determine that the two messages 2303-2315 are
related.

Responsive to the SR message 2303, the base station
transmits a first grant 2304, using the adjusted QoS level
(rather than the user node’s default QoS level) to determine
priority and delays regarding the grant 2304. The user node
replies with a BSR message 2305, and the base station
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provides a second grant 2306, again following the requested
QoS level regarding the second grant 2306, such as provid-
ing an earlier response or earlier uplink resources than
would be provided under the default QoS of the user node.
The user node then uploads the data message 2307, which
the base station transfers to the core network with a request
for special handling, and the core network then transfers a
relay message 2309 based on the data message 2307 to the
recipient, again requesting the adjusted QoS from each
participating station.

An advantage of transmitting the temporary QoS message
2315 on the random access channel, or other unscheduled
but monitored channel, may be that the QoS message 2315
can be delivered to the base station early enough to obtain
special service for the grant handshaking steps as well as the
multi-hop relay process. Another advantage may be that the
standard SR and BSR messages are unaffected in this case,
which may be a simplification in implementation. Another
advantage may be that the temporary QoS message 2315,
being very short (such as one symbol in some embodiments)
is unlikely to be collided on the RACH channel. Another
advantage may be that if the temporary QoS message 2315
is collided on the RACH channel, the data message 2307
would still be processed and would go through to the
recipient, although without the special services. In other
words, the procedure “fails gracefully” in event of a colli-
sion on the RACH channel.

The procedure of FIG. 23A may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 23B is a flowchart showing an exemplary embodi-
ment of a method for providing a QoS request synchro-
nously on a random access channel, according to some
embodiments. In this example, the user node sends a tem-
porary QoS request message on the RACH synchronously
with an SR message on the PUCCH.

At 2351, the user node has data ready and waits for an SR
opportunity. At 2352, the user node transmits an SR message
on the PUCCH at the assigned time, and also transmits a
temporary QoS message on an unscheduled channel such as
a random access channel, or other monitored channel allo-
cated for such use. At 2353, the node sends the temporary
QoS request simultaneously with the SR message, thus
transmitting on two different frequencies at the same time.
Alternatively, if the user node is unable to transmit on two
frequencies at the same time, or if the random access
windows occupy the same frequency as the PUCCH but at
different times, then at 2354 (in dash) the node sends the
QoS request on the random access channel slightly before or
after the SR message, such as within a predetermined
interval AT of the SR message, or on the closest random
access window to the SR message, for example. The user
node and the base station may agree as to the relative timing
of the SR message and any associated messages on the
random access channel, so that the base station will know
how to interpret the temporary QoS message.

At 2355, the base station transmits a grant for a BSR
upload, using the adjusted QoS level. At 2356, the user node
transmits a BSR message on the PUSCH as directed. At
2357, the base station transmits a second grant for the data
message, again using the adjusted QoS for prioritization and
timing, for example providing an earlier upload time than if
the default QoS were still in force. At 2358, the user node
then transmits the data message on the PUSCH or the RACH
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or wherever the grant directs. At 2359, the base station
transfers the data message to the core network, along with a
request (if not made earlier) for special handling according
to the temporary QoS level. At 2360, the core network
prepares the relay message from the data message and
transfers it to other stations along with a request that the
message be processed with the temporary QoS priority.

An advantage of providing the temporary QoS request
message on the random access channel may be that the base
station may learn of the request early enough to apply the
adjusted QoS to the subsequent steps, such as the grant
messages. Another advantage may be that the SR message
and the BSR message and the data message do not need to
be altered in this case, which may be a simplification.
Another advantage may be that the method may be imple-
mented by updating software, which is generally much less
costly than hardware changes.

The procedure of FIG. 23B may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 24A is a sequence chart showing an exemplary
embodiment of a procedure for providing a temporary QoS
request asynchronously on a random access channel, accord-
ing to some embodiments. The horizontal lines show SR
opportunities 2402 and signals by a user node on the
PUCCH and PUSCH and RACH, base station signals on the
PDCCH, and core network signals, relative to a Data Ready
time 2401. In this example, a temporary QoS adjustment
request message 2415 is combined with an SR request 2403
on the random access channel.

At a time of the user node’s choosing, such as when a data
message is ready to send, the user node transmits an SR
request 2403 (or equivalent message requesting an uplink
grant) on an unscheduled, monitored channel such as a
random access channel, followed by an identification mes-
sage 2418 such as the RA-RNTT or C-RNTI of the user node,
a BSR message 2405, and a temporary QoS request message
2415. In the example, those messages are shown concat-
enated with little or no gaps between them, so that the base
station can determine that they are related. The base station
responds by transmitting an uplink grant Gr-DAT 2406 for
the full data message, using the adjusted QoS level for
determining when to allocate resources. Also, the base
station skips the usual BSR-grant handshake because the
size of the data message is already indicated in the BSR
message 2405. The user node then transmits the data mes-
sage DAT 2407 on the RACH channel or, if instructed in the
grant 2406, it transmits the data message 2417 (shown in
dash) on the PUSCH or other channel. The base station then
passes the data message 2407, or a portion thereof, to the
core network on a priority basis, to be transferred as a relay
message 2409 to the recipient with requests that the adjusted
QoS be honored by each station in that process. The trans-
mission delay TDly 2408 is shown, which is here relatively
short due to avoiding waiting for an SR opportunity 2402,
and avoiding a grant for the BSR message.

An advantage of transmitting the SR 2403 and the other
messages on the random access channel may be that the user
node need not wait for an SR opportunity 2402 to transmit,
and so can begin transmitting as soon as the data message is
ready, a substantial time savings in many cases. An advan-
tage of transmitting the ID message 2418 in association with
the SR message 2403 may be that the base station can
determine the identity of the user node before issuing a
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grant. An advantage of transmitting the BSR message 2405
before receiving the grant 2406 may be that a message
handshaking cycle may be avoided. An advantage of pro-
viding the temporary QoS message 2415 on the random
access channel may be that the SR message format need not
be modified. Also, it may be advantageous to transmit the
QoS message 2415 early in the message chain so that the
base station can provide special services on each step, such
as accelerating the grant 2406 and the transmission time of
the data message 2407.

The procedure of FIG. 24A may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 24B is a flowchart showing an exemplary embodi-
ment of a method for providing a QoS request asynchro-
nously on a random access channel, according to some
embodiments. In this example, the user node transmits a
series of messages including a temporary QoS request
without waiting for an SR opportunity.

At 2451, the user node has data ready, and without waiting
for an SR opportunity, transmits, on the random access
channel or other channel allocated for the purpose, a SR
scheduling request message (or the like), an ID identification
message, a BSR size message, and a temporary QoS mes-
sage. At 2452, the base station receives the four messages
and then transmits a grant for the data message upload, with
timing and priority according to the requested QoS level.
There is no need for a grant for a BSR message because the
node has already sent it pre-grant.

The user node then transmits the data message on the
PUSCH (2453) or on the RACH (2454, dash) if so directed.
In either case, at 2455 the base station receives the data
message and, continuing to follow the adjusted QoS, trans-
fers the data message to the core network along with a
request for special handling. Then at 2456, the core network
transfers a relay message based on the data message to other
stations, including a request for processing according to the
adjusted QoS level.

An advantage of transmitting the header messages on the
random access channel when the data becomes ready may be
that a shorter transmission delay may be obtained, due to
avoidance of the delay waiting for an SR opportunity, and
also avoidance of the grant-BSR handshake, thereby pro-
viding lower latency than otherwise. Another advantage may
be that the random access channel is less limiting than the
scheduled channels, so that the user node may format the
various messages at will, as long as the base station can
interpret them as intended. Another advantage may be that
the method may be implemented by updating software,
which is generally much less costly than hardware changes.

The procedure of FIG. 24B may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 25A is a sequence chart showing an exemplary
embodiment of a procedure for providing a temporary QoS
request with a destination message and a data message,
according to some embodiments. The horizontal lines show
SR opportunities 2502 and signals by a user node on the
PUCCH and PUSCH and RACH, base station signals on the
PDCCH, and core network signals, relative to a Data Ready
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time 2501. In this example, a data message is transmitted
without a grant on the random access channel.

As depicted, the user node transmits, as soon as a data
message is ready, a type message 2512 specifying that a data
message is forthcoming, an identification message 2518, a
BSR message 2505, a temporary QoS request 2515, an
address message 2511 indicating the destination address,
and the data message 2507. A type message is used here
instead of an SR message because no grant is being
requested and no uplink scheduling is needed. These mes-
sages are concatenated or otherwise configured so that the
base station can determine that they are all related. They may
be combined into a single message containing the same
information, if convenient. Alternatively, the messages other
than the data message 2507 may be combined as a header
message, followed by the data message 2507.

The base station, seeing that a QoS elevation is requested
for this data message 2507, provides timely service by
transferring the data message 2507, or portions thereof, to
the core network as soon as feasible, which in this case is
while the data message 2507 is still being uploaded. The
core network then transfers the data as a relay message 2509
to the recipient, also requesting special handling. The trans-
mission delay 2508 is shown, which is short because it
encompasses only the type, ID, BSR, QoS, and address
messages 2512, 2518, 2505, 2515, and 2511.

In addition, not shown, the user node may transmit certain
support messages, such as one or more DMRS and CTRS
messages and one or more CRC codes, for example. Also,
the base station may transmit an ACK or NACK on the
RACH or PDCCH, for example, after the data message
2607.

As an alternative, the base station may allocate a special
random access channel for high-priority messages. The user
node (having permission to access the special channel) may
then transmit the type, ID, BSR, address, and data messages
on the special random access channel at will, instead of
transmitting on the regular random access channel. The user
node would not need to transmit the temporary QoS request
message in this case because the presence of the messages
on the special channel indicates a high priority request.
However, if the user node desires a more nuanced QoS
option, such as high reliability but not necessarily low
latency, or lower QoS, then the user node may include the
temporary QoS request message, explicitly stating so.

An advantage of transmitting the messages on the random
access channel may be that the delay of waiting for an SR
opportunity 2502 may be avoided. An advantage of provid-
ing the temporary QoS request 2515 may be that the base
station can then provide special services, such as accelerated
message processing. An advantage of providing the address
message 2508 and BSR message 2505 before the data
message 2507 may be that the base station or core network
may begin setting up the cooperative transfer with other
networks before the data message 2507 is fully uploaded,
and if that arrangement is finished soon enough, the relay
message 2509 may also be transferred incrementally to the
recipient’s base station.

The procedure of FIG. 25A may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 25B is a flowchart showing an exemplary embodi-
ment of a method for providing a QoS request with a
destination message and a data message, according to some
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embodiments. In this example, the user node transmits a
series of header messages on the random access channel,
including a temporary QoS request and an address message,
followed by the data message, for low latency.

At 2551, the user node has data ready, and without waiting
for an SR opportunity, transmits a type message describing
the messages to follow, an ID message identifying the user
node, a BSR message or the like indicating the size of the
data message, a temporary QoS message, and an address
message indicating the destination address (or a code related
thereto), followed by the data message. Preferably there are
no gaps, or at least no gaps larger than a sensing slot,
between the various messages, so that the base station will
know that they are all related, and so that other nodes will
not be able to interrupt the message sequence on the RACH.

At 2552, the base station has received the messages and,
applying the requested QoS level, transfers the data message
to the core network, along with a request that the adjusted
QoS level be applied. Since the destination address is
already known, the data message may be transferred incre-
mentally. At 2553, the core network transfers a relay mes-
sage based on the data message to other stations along with
a request that the adjusted QoS level be applied. Since the
destination address and the size of the data message are both
known, the delivery may be performed incrementally while
the data message is being uploaded, thereby delivering the
data message to the recipient sooner than otherwise, in this
example.

An advantage of transmitting the header and data mes-
sages on an unscheduled channel as soon as the data is ready
may be that a short transmission delay may be obtained,
equal to the time required to transmit the header messages,
in this case the type, ID, BSR, QoS, and address messages.
An advantage of specifying the temporary QoS level may be
that the subsequent processing of the data message, in the
core network and the other stations on the way to the
recipient, may be accelerated. An advantage of including the
destination address in the header may be that the data
message may then be processed and delivered incrementally
while the data message is being uploaded, and hence may be
delivered to the recipient sooner than if the entire data
message were uploaded before the relay transfer was started.
Another advantage may be that the method may be imple-
mented by updating software, which is generally much less
costly than hardware changes.

The procedure of FIG. 25B may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 26A is a sequence chart showing an exemplary
embodiment of a procedure for providing a temporary QoS
request with a destination message and a data message,
according to some embodiments. The horizontal lines show
SR opportunities 2602 and signals by a user node on the
PUCCH and PUSCH and RACH, base station signals on the
PDCCH, and core network signals, relative to a Data Ready
time 2601. In this example, header messages are transmitted
on the random access channel before a data message is
ready, and the data message is then transmitted.

As depicted, a user node transmits a series of messages on
an unscheduled but monitored channel, such as a random
access channel or another channel allocated for the purpose.
The user node calculates when a data message will be ready
to send, and begins the other “header” messages (that is, the
messages other than the data message) at a particular time,
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calculated so that the header messages will finish when the
data message is ready, or slightly later, thereby saving
valuable time. The header messages include a type message
2612, an ID message 2618, a BSR message 2605, a tempo-
rary QoS message 2615, and an address message 2611. The
user node has planned that those messages will finish at
about the Data Ready time 2601, and then transmits the data
message 2607 so that there is little or no gap between the
header messages and the data message 2607. Avoidance of
gaps larger than a sensing slot, or other fixed interval,
between the messages may enable the base station to deter-
mine that the header messages and the data message are
related, and may also prevent other nodes on the network
from interrupting before the data message 2607 has been
transmitted. The base station transfers the data message
2607 piece-wise or incrementally to the core network so that
the core network can begin preparing the relay message
2609 for transfer to the destination. Since the time between
the Data Ready 2601 and the start of the data message
upload 2607 is essentially zero, the transmission delay 2608
is shown as an arrow.

In addition, a temporary QoS request may enable
improved sidelink or peer-to-peer messaging. In some side-
link procedures (often termed “Mode-1" sidelink in 5G), a
user node first requests a sidelink reservation (equivalent to
a grant, but for a sidelink channel) from the base station. In
an emergency, such as an imminent collision between
vehicles, for example, the user node may request elevated
priority for a sidelink message to another vehicle. Since the
emergency message is generally much higher in priority
than routine messaging, a temporary QoS enhancement may
be crucial to avoiding a collision, or warning a following
vehicle that there is a hazard ahead, or other roadway
situations in which low latency may be lifesaving. The user
node may then request a temporary QoS increase for the
collision-avoidance message according to the systems and
methods disclosed herein.

An advantage of transmitting the header messages 2612,
2618, 2605, 2615, and 2611 before the data message 2607 is
ready, may be that low latency may be provided and the
transmission delay 2608 may be made very small or zero.
Another advantage may be that the base station and core
network may begin setting up a relay process for transferring
the data message 2607, or a relay message 2609 derived
from it, to the recipient, sooner than if the size and address
information had been obtained from the data message 2607
itself. Another advantage may be that the requested QoS
adjustment may be applied to the processing and transfer of
the relay message 2609. Another advantage may be that the
uplink grants, with their delays, have been avoided. An
advantage of determining the size and address of the data
message 2607 before it is ready to send, may be that the
header messages may be timed with sufficient accuracy that
the data message 2607 can be started with little or no gap,
thereby preventing other nodes from transmitting on the
random access channel before the data message 2607 has
started, since each user node is required to listen for a
predetermined listening time, to detect any ongoing signals
on the random access channel, before transmitting.

The procedure of FIG. 26 A may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 26B is a flowchart showing an exemplary embodi-
ment of a method for providing a QoS request with a
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destination message and a data message, according to some
embodiments. In this example, the user node transmits the
header messages before the data message is ready, including
the destination address and a temporary QoS message, and
then transmits the data message when ready, thereby obtain-
ing nearly zero transmission delay.

At 2651, the user node calculates when the data message
will be ready, and also determines how long the data
message will be, and how long it will take to transmit the
various header messages. Then at 2652, at a moment
selected according to the calculated ready time and the
number of header messages planned, the user node begins
transmitting a series of header messages on an unscheduled
channel, such as the RACH channel, or other channel
allocated for the purpose. The header messages in this case
include a type message indicating which other messages are
forthcoming, an ID message identifying the user node, a size
message, such as a BSR message indicating the size of the
data message, a temporary QoS request message requesting
special handling for the pending data message, and an
address message specifying the destination address of the
data message. Optionally, one or more calibration messages,
such as DMRS or PTRS or CRC messages, may be provided
as well. If the data message is not ready at the calculated
time, when the address message is finished, then one or more
buffer messages may be transmitted to prevent other nodes
from transmitting on the channel, such as additional cali-
bration messages or unmodulated carrier, for example.

At 2653, the data message is ready, and the user node
transmits it on the same channel. At 2654, while the data
message is being uploaded, the base station transfers the data
message, or an extract, incrementally to the core network,
requesting then (if not sooner) that the data message be
handled with the requested QoS level. At 2655, the core
network sets up the multi-hop relay transfer to the recipient,
while requesting that the adjusted QoS be applied by each
station involved, and then begins transferring the relay
message incrementally while the data message is still being
uploaded. However, if it takes longer to set up the relay
agreement than to upload the data message, then the core
network may wait until the agreement is in place before
starting the relay message transfer.

While the various messages are depicted and described as
separate but closely-spaced transmissions, in practice the
entire sequence of messages may be configured as a con-
tinuous transmission, such as a single message that includes
the various header messages or their information content,
and may optionally include the data message as well. It is
immaterial how the various messages are ordered and parsed
or merged, as long as their content information is made
available to the base station.

Not shown are additional actions, such as the required
LBT (listen before transmit) time, which may be one sensing
slot or more, thereby to assure that the channel is clear
before starting the header message transmissions. In addi-
tion, one or more calibration messages, such as DMRS and
PTRS messages are preferably transmitted on the random
access channel before the header messages, and optionally at
various times between those messages, and optionally
before or during or after the data message as well. In
addition, one or more error-check messages such as CRC
codes are preferably appended to the header messages
and/or the data message to reveal any transmission faults.

An advantage of transmitting the header messages before
the data message is ready, may be that a very short or
substantially zero transmission delay may thereby be
obtained, the data message being transmitted as soon as it is
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ready instead of being transmitted after various delays. An
advantage of providing the size and address messages before
the data message may be that the core network may thereby
begin setting up the relay agreements sooner than if those
parameters were determined by reading the data message.
An advantage of providing a temporary QoS request mes-
sage may be that the data message may thereby be processed
with the requested priority. Another advantage may be that
the method may be implemented by updating software,
which is generally much less costly than hardware changes.

The procedure of FIG. 26B may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

Decisions regarding the temporary QoS service may be
made, at least in part, with assistance from an algorithm or
other computer-based decision-making system. The base
station or core network may use the algorithm to determine
whether to grant the temporary QoS requests, and to whom,
and for what in return. For example, the algorithm may take,
as input, various factors such as the administrative status of
the user node (such as a police station or a large corporation
or a private individual, for example), a fee offer or subscrip-
tion basis of the user node (such as a fee per message per
QoS level enhancement, or a monthly subscription for a flat
rate for N instances of temporary QoS enhancement, among
many other possible financial arrangements), as well as
situational factors such as the traffic density in the network,
the rate of message collisions or of dropped messages,
interference from outside the network, for example. The
algorithm may then provide, as output, guidance regarding
whether to grant individual requests for temporary QoS
enhancement, and for which user nodes, and for which
messages. For example, a node wishing to send a short
message with elevated reliability may be accommodated
relatively easily, whereas another node with a large number
of large files to send may be more difficult to serve at high
QoS without unduly depriving the other user nodes.

Artificial intelligence may be configured to assist in such
decision-making, for example by preparing an algorithm
based on prior network performance data, preferably accu-
mulated with various levels of temporary QoS enhancement
permitted or denied. An Al model may be prepared that takes
as input certain factors, such as the number of nodes in a
network, the average message size, the current rate of
successful and unsuccessful messaging, on both uplink and
downlink, and other network factors. The Al model may also
take as input, the level of QoS adjustment currently permit-
ted and under what circumstances. The Al model may then
be operated to predict the subsequent network performance
metric, such as the throughput or average delay per message,
and to compare the predicted network performance metric to
the actual measured performance metric in various net-
works, preferably under a wide range of operating condi-
tions. After an iterative solution process to adjust variables
in the Al model, the Al model or an extract may be able to
provide guidance regarding QoS adjustments, and may
result in improved network performance. The Al model, or
an algorithm derived from it, may then be distributed to the
participating networks for their use in allocating QoS advan-
tages to the various nodes and under what circumstances.

FIG. 27 is a schematic representation of an exemplary
embodiment of a resource block containing messages,
according to some embodiments. The resource block 2701
includes twelve subchannels arranged vertically, corre-
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sponding to one standard “channel”, and fourteen symbol
times arranged horizontally, corresponding to one standard
“slot”. Messages, such as those of FIG. 26A, may be
transmitted by modulating the resource elements of a
resource block and transmitting at particular symbol times
and subchannels. A modulation table such as 256QAM may
be used for modulation in which each symbol represents
eight bits of data, as one non-limiting example. The symbols
of the messages may be transmitted on a single subchannel
stretching across multiple slots. Alternatively, and more
compactly, the message or messages may occupy all twelve
subchannels at the same time, which makes the message
proportionally shorter in time. In the depicted example, a
first message (2702, light stipple) occupies all twelve sub-
channels for the first symbol time, and a second message
(2703, dark stipple) occupies the next two symbol times.
Also shown are a narrow-band interference signal 2704 and
a broad-band noise pulse 2705, both in cross-hatch. Advan-
tageously, the two messages occupy just three symbol times,
as opposed to a prolonged interval (36 symbol times) if the
messages were transmitted sequentially on a single subchan-
nel, and may thereby avoid noise and interference.

To consider a non-limiting example, the header messages
of FIG. 26A, labeled 2612, 2618, 2605, 2611, 2615 may
contain twelve bytes of data in total, which would fit into the
twelve subchannels of the first symbol time 2702. The data
message 2607 may be a 24-byte data message, which would
fit into the next two symbol times as 2703. Thus, the entire
sequence transmitted by the user node in FIG. 26 would thus
occupy just three symbol times in the resource block 2701.

Most transmitters and receivers configured for 5G can
readily handle messages that occupy twelve subchannels, so
long as the subchannel frequencies are well controlled and
the symbols are orthogonally configured. Destructive inter-
ference between subchannels is then canceled to first order,
and the receiver can generally sort out the twelve simulta-
neous signals using either analog or digital electronic filter-
ing means which are well known in the art.

An advantage of occupying all twelve subchannels may
be that the resulting composite message has a short duration
in time. Noise and interference can occur on any channel at
any time, so messages that finish quickly are less likely to be
faulted. For example, the narrow-band interference signal
2704 may be due to a wireless message from a node in a
nearby cell, transmitting a message that happens to overlap
one of the subchannels in the resource block 2701. The
broadband noise 2705, which spans all of the subchannels at
once, may be due to natural or manmade electromagnetic
noise. If the two messages 2702-3 were distributed across
multiple slots, they would likely be hit by the noise or
interference 2704-5. By configuring the messages 2702-3 to
occupy only three symbol times in this example, they avoid
the noise and interference 2704-5. The problem of interfer-
ence is particularly important for messages on the RACH
channel and other contention-based unscheduled channels,
because other nodes may begin transmitting at any time,
resulting in a collision.

Another advantage of configuring the message symbols in
multiple subchannels simultaneously may be that lower
latency and faster access may thereby be provided, since the
resulting messages are finished in much less time than the
same messages distributed across multiple slots on a single
subchannel. Therefore, for a user node requiring low latency,
configuring the various messages on multiple subchannels
simultaneously may provide the desired service.

The procedure of FIG. 27 may be implemented as a
system or apparatus, a method, or instructions in non-
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transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

The systems and methods disclosed herein further include
a database (or table or list or array) in a memory of a base
station or core network for each user node in the network,
respectively. Each user node’s database may contain
addresses related to that user node, with a code or index
associated with each address. Each user node can have a
corresponding listing, in which each index value is associ-
ated with a recipient of interest to the user, so that the index
associated with each recipient is the same index associated
with the recipient’s address in the database. The user node
may then send a message to an intended recipient by
transmitting a message to the base station citing the asso-
ciated code or index, and the base station or core network
can then find the actual address of the recipient in the
database according to that index value. Preferably the index
or code is shorter than the full address, so that valuable time
and bandwidth may be saved by transmitting the index
instead of the full address. For example, the address may be
a 48-bit MAC address, whereas the index may be an 8-bit
number, so that each message transmission to a recipient
using the index may be 40 bits shorter than using the full
MAC address. Since the index or code may occupy fewer
resources than the full address in the messages, faster
communication and reduced energy consumption and lower
latency and more efficient network usage may result.

FIG. 28 is a flowchart showing an exemplary embodiment
of' a method for transmitting messages wherein an index or
code is used to represent an address, such as the intended
recipient’s address, according to some embodiments. The
base station or core network, referred to collectively as “the
network™ in the figure, maintains a separate database (or
table or file) of information regarding addresses, such as
MAC addresses, associated with each user node respec-
tively, and assigns a code or index to each entry in the
database. Preferably, the code or index is shorter than the full
address. The user node can mention that code or index
instead of the full address, thereby saving time and resources
on each message. The user node also maintains a listing of
code or index values, each index value being associated with
one of the recipients that the user node may wish to send a
message to, wherein the recipient’s address in the database
has the same index value as the recipient in the user node’s
listing. The user node and base station may exchange
messages to maintain agreement between the network’s
database and the user node’s listing, whereby each code or
index in the user node’s listing corresponds to the same code
or index in the network’s database, and the associated
address in the network database corresponds to the associ-
ated recipient in the user node’s listing. The base station or
core network may maintain a number of separate databases,
each database being associated with one of the user nodes
respectively, so that each user node may have a separate and
private database. The network may thus maintain a separate
database for each user node, each database being private and
accessible only by the associated user node (plus appropriate
officials such as law enforcement). The network and the user
node may periodically exchange messages to ensure that
both have the same index values and that each index value
corresponds to the same recipient’s address.

Acquisition of addresses to the database may be auto-
matic. For example, whenever an incoming message arrives
at the network, the network may automatically add the return
address of that message’s sender to its database along with
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an index value (if the address is not already present). The
network may then forward the message to the user node
along with the index value, so that the user node can add the
sender to the user node’s listing along with its index value.
At a later time, if the user node wishes to send a reply
message to the original sender, the user node may upload the
reply message to the network along with the associated
index value, and the network may then look up the corre-
sponding address in its database, and may then forward the
reply message to the recipient at the corresponding address
from the database.

In addition, the network may automatically record a new
address in the database whenever the user node transmits a
message to a “new” recipient (that is, not already in the
network’s database). In this case, the user node uploads the
message along with the full address of the recipient, and the
network copies the recipient’s address from that message
into its database. The network may also assign an index
value to it, and may then inform the user node of the index
value corresponding to the new recipient, so that the user
node can record the index value in its listing. In addition, the
network and/or the user node may initiate an exchange of
information to reconcile any differences in the correspond-
ing entries of the listing and the database. The user node may
include software to maintain the user node’s listing in
agreement with the network’s database, and that software
may operate automatically and transparently without human
involvement in most cases. The network may also have
software to maintain the network’s database for each user
node and manage updates and the like to keep the user
node’s listing in agreement with the network’s database, and
that software may operate automatically and transparently
without human involvement in most cases.

In the figure, actions of a user node are shown on the left
and actions of the base station or core network on the right.
At 2801, the base station or core network (“network™ here)
receives an incoming message from a sender intended for a
user node in the network. At 2802, the network extracts the
address, such as a MAC address or the like, from the
incoming message and adds it to a database maintained by
the network and associated with the user node. The network
assigns a code or index value to that sender so that the user
node can subsequently refer to the corresponding address
more easily or more briefly than with the full address. At
2803, the network forwards the message, along with the
index value, to the user node. At 2804 the user node receives
the message and records the index in its listing, along with
some kind of information about the sender such as the
sender’s name for example.

At some later time 2805, the user node transmits a reply
message back to the original sender by way of the base
station, but using the index instead of the address of the
original sender in the wireless reply message. At 2806 the
network receives the wireless reply message, extracts the
index value from it, looks up the address of the original
sender in its database associated with the index value, and
then 2807 forwards the reply message to the original sender
using that address.

At some later time 2808, the user node transmits a new
message to a different destination, recipient-2, by transmit-
ting another wireless message (message-2) to the base
station. This time the user node includes the full address in
the wireless message-2, such as the MAC address, of
recipient-2, since recipient-2 is not yet known to the net-
work. At 2809, the network receives message-2, adds the
new recipient-2 to its database, and assigns a new index-2 to
that recipient-2 address, and forwards the message-2 to
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recipient-2. At 2810, the network sends a downlink wireless
message to the user node indicating that recipient-2 now
corresponds to index-2, so that the user node, at 2811, can
record index-2 in its listing. The user node may then cite
index-2 in future messages to recipient-2.

An advantage of using the index instead of the full address
in wireless messages, may be that the index may be shorter
than the full address, and therefore may save time and
resources in each wireless message, resulting in faster access
and improved low-latency communication, according to
some embodiments. For example, a MAC address is 48 bits
or 6 bytes long, whereas the index may be substantially
shorter, in some embodiments. As a non-limiting example,
the index may be 8 bits or 1 byte long, corresponding to 256
possible entries in the database and the listing. Alternatively,
the index may be another size, such as 4 or 6 or 12 or 16 bits
in length, for example, provided that the index is shorter than
the full address. A user node can send a message to a
recipient whose address is already in the database by refer-
ring to the recipient’s index, and the base station or core
network can look up the corresponding address in the
network’s database and then send the message to the
intended recipient. Since the wireless message is then
shorter than it would have been if the full address had been
used, the resulting uplink message may be shorter than
otherwise, and valuable time and resource elements may be
saved.

The database may include certain addresses that the user
node has specified (such as the user node’s contacts or
favorites, for example) as well as addresses drawn from
incoming messages to the user node and addresses copied
from outgoing messages that the user node has transmitted.
The database may further include certain administrative
addresses such as an emergency destination, and certain
fixed addresses such as an address or code corresponding to
the base station itself. The user node may then send a
message to the base station by including the index value
associated with the base station.

The database may include commands or instructions or
requests which are triggered when a certain index is cited in
amessage. For example, one index value could mean “delete
the following entry”, followed by an address or index which
is to be removed from the database and the listing, or “add
the following entry” followed by a new contact information,
or “modify the following entry” followed by revised contact
information, for example. One index value may indicate a
request for the full database to be transmitted to the user
node, so that the user node and the base station can reconcile
any differences. One or more index values may be used to
request an increase or decrease in QoS or other special
handling of an outgoing message, or to block incoming
messages related to a particular index, for example.

The database may include index values assigned to spe-
cial recipients. For example, a particular index value may
indicate that the message is a reply to the most recently
received message, and therefore the base station is to use the
return address of the latest received message. Alternatively,
an index value may indicate the address of the most recent
outgoing message, so that the user node can send again to the
same recipient. An index value may correspond to more than
one recipient, such as an index value that instructs the base
station to send an attached message to all members of a
group. An index value may correspond to indirect address-
ing, in which the specified index is a pointer leading to
another entry in the database, such as pointing to whichever
address was used on a particular date for example.
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The user node or base station may be configured to scan
the database or listing to detect and remove duplicates. For
example, if the user node sent a message to one of the
recipients in the user node’s contacts, which are already
included in the database and the listing, then the recipient’s
address and other information need not appear a second time
in the section for recent outgoing messages. Instead, the
indicated entry could be a pointer that points to an entry in
the user’s contact list with the same information.

The database may include other information besides the
addresses, such as the date and time of last communication
and whether it was an incoming or outgoing communication,
names and phone numbers and physical addresses if known,
among other information. If copies of communications are
retained, the database may include those copies or a pointer
to wherever the copies are stored, such as in the “cloud”.

The procedure of FIG. 28 may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 29 is a chart showing an exemplary embodiment of
a destination address database, according to some embodi-
ments. The chart is a non-limiting example of one arrange-
ment, of many possible arrangements, of the database that
relates index values to addresses of potential interest to a
user node. The index may be a number, which may be
represented by a message symbol. The message symbol may
be modulated by one of the common modulation types, such
as 16QAM encoding four bits, 64QAM encoding six bits, or
256QAM encoding eight bits. The four-bit modulation pro-
vides index values of zero to 15, the six-bit modulation
provides index values of zero to 63, and the eight-bit
modulation provides index values of zero to 255. The
database may include transmission addresses of the user
node’s contacts or “favorites”, return addresses for one or
more previous incoming messages to the user node, desti-
nation addresses of one or more of the user node’s previous
outgoing messages, certain fixed addresses, such as the base
station or network address, various commands, system-
defined functions, and reserved index values, for example.
The database may be arranged or ordered so that a user node
that encodes the index in a four-bit modulation symbol may
access the most common 16 items in the database, a user
node that encodes the index with a six-bit modulation
symbol may access those 16 items plus further items up to
64 items, and a user node that encodes the index with eight
bits may access all of those items plus additional items up to
256 total items.

In the depicted example, the modulation range is shown
in the left column (such as 4, 6, or 8 bit modulation
examples), the index value is in the central column, and the
functionality of that index value is in the right column. The
most commonly used 16 functions are shown first, providing
basic functionality. Index 0 means, in this example, to not
use the database at all, but rather to draw the destination
address from a data message. In this example, index 1 means
to send the following message to the return address of the
most recent incoming message. Index 2 means to send the
following message to the same address as the most recent
outgoing message. Index 3 means that the message is an
emergency call, and the network is expected to already know
how to handle it. Index 4 means that the message is intended
for the base station or core network, rather than some
external recipient. Index 5 is reserved for future use in this
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example. Index values 6-15 correspond to ten of the user
node’s favorites. That completes the range accessible for a
4-bit modulation symbol.

For a six-bit modulation such as 64QAM, the index range
includes all those listed above for values 0-15, and in
addition the values 16-63 as follows. Index values 16-40
represent, in the depicted case, additional user contacts up to
35 total contacts. As viewed by the six-bit modulation, the
list of contacts is a continuous range from index 6 to index
40, representing the user node’s 35 favorites. Index values
41-60 represent commands, such as “add the following
address to the database”, or “delete the following index entry
from the contact list”, or “modity the following index entry
as indicated in the following data message”, or “download
the database to the user node”, or “reconcile the user node’s
listing to agree with the network’s database version”, among
other possible commands. These commands are thus directly
accessible to the six-bit modulation users. They are not
directly accessible to the four-bit users, but those users may
use the index code 4 to send a message directly to the base
station instructing it to perform whatever function the com-
mands represent. Thus, the four-bit users can achieve all of
the same functionality as the six-bit users, but without the
convenience of having a specific index to represent each
command.

A user modulating with an eight-bit table such as
256QAM may use all of the index functions listed above
(values 0-63) and in addition the following. Index values
64-112 represent, in the depicted example, the return
addresses of the 49 prior incoming messages earlier than that
represented by index 1. Thus, the user node can reply to an
earlier message including up to 50 earlier messages. Index
values 113-161 represent the 49 prior outgoing messages
earlier than that of index 2. As mentioned, the four-bit and
six-bit modulation users can access the same index values by
sending a message to the base station, index 4, with that
specification. The base station or core network can update
the older incoming message index values whenever another
incoming message is received, by incrementing each of the
index values in the range of 64-111, discarding the address
that was previously in index 112, and placing the newly
arrived address in index 1. Likewise, whenever the user
sends an outgoing message to a new recipient, that destina-
tion address can be placed in the index 2 entry, the infor-
mation in index 2 can drop to index 113, the remaining older
outgoing index values 114-160 may be incremented, and the
oldest value previously at index 161 may be discarded. In
this way the base station or core network may update the
database transparently to the user.

In the example, index values 162-181 represent system-
defined operations. Each network equipment manufacturer
or network operator may use these index values for their
own purposes. For example, the system-defined index values
may provide special services to the user nodes. One or more
special services may be an option to cluster multiple
addresses under a single index value, so that the user node
can send an announcement to all of the members of a group,
for example. Another special service may be a spam filter, in
which all messages from certain addresses are to be dis-
carded. Other special services may involve security, such as
scanning all incoming messages from certain addresses, or
all addresses, for malware, or encrypting or decrypting
messages to/from certain addresses. One of the special
services may be to store a copy of incoming or outgoing
messages associated with certain addresses. One special
service may be to erase the entire database (preferably with
a warning and reaffirmation by the user node).
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The example also shows 20 user-programmable index
entries. Users wishing to do so could craft their own special
services using these index entries. Invoking one of the
user-programmable index values may cause a computer
code to execute, or a stored request to be delivered to the
base station, or stored information (such as a salutation or a
signature line) to be added to an outgoing message, or other
operations that future users may devise. Finally, index
values 202-255 are reserved. As mentioned, the entire chart
is a non-limiting example of a possible embodiment of the
functions provided when user nodes invoke the various
index values. Artisans, after reading the explanations dis-
closed herein, may devise other arrangements with other
numbers and other functions, without departing from the
appended claims.

The user node can cite the code or index of the recipient
in various ways. The code or index may be included in a
field of the data message, such as replacing the MAC
address field or a different field of the data message. Alter-
natively, the code or index may be transmitted at a the time
and frequency of an SR opportunity, with the base station
interpreting the code or index as indicating the recipient’s
address in the database as well as a request for an uplink
grant. Alternatively, the code or index may be transmitted in
a separate message on an unscheduled channel, such as a
random access channel, synchronized in time with an SR
message. Alternatively, the code or index may be added to
a BSR or other uplink message by concatenation or multi-
plexing or other combination. In each case, the base station
may recognize the code or index upon receipt, look up the
delivery address of the recipient, and then transfer the
message or an extract of it to the recipient.

Since the recipient database can provide benefits to the
user nodes, but consumes time and resources of the network,
the network may determine which user nodes to provide the
service to, and which user nodes to withhold the service.
That determination may be based on an algorithm or crite-
rion or other decision-making procedure. The algorithm may
take parameters as input, and may provide, as output,
recommendations regarding which nodes warrant the data-
base service. For example, the input parameters may include
factors such as the administrative status of the user node,
such as an emergency site that deals with life-and-death
situations versus a individual’s personal Internet connection
for example. The input parameters may include a fee or
subscription basis that the user node has purchased, such as
a fee per message or per month or other financial arrange-
ment. The input parameters may include a QoS level or other
measure of priority that the user node requires. The algo-
rithm may then provide as output, price recommendations
for each user node for the service, as well as guidance
regarding which user nodes should be accorded free service,
or none at all.

The recipient database may be particularly advantageous
in sidelink or peer-to-peer messaging. The base station may
assign a temporary identification number to each user node
currently registered in the cell or network, and may include
each user node’s temporary identification number in the
recipient database. The temporary identification number is
generally shorter than the full MAC address. Each user node
may then copy the temporary identification numbers of the
other user nodes when they update their own listings. A user
node may then transmit a sidelink message directly to
another user node in the same cell or network, and may use
the temporary identification number of the recipient user
node in the message instead of the full address. For example,
vehicles such as autonomous vehicles or vehicles with an
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emergency hazard avoidance system may send messages to
neighboring vehicles to coordinate a collision-avoidance
maneuver, and may use the temporary identification num-
bers of the neighboring vehicles to reduce latency.

An advantage of using the temporary identification num-
ber instead of the full address in sidelink messaging may be
that the message may be made shorter, since the temporary
identification number may be shorter than the 48-bit MAC
address. A shorter message may reduce the probability that
the message will be faulted by noise or interference, while
also reducing the message density and congestion and
energy consumption, among other advantages, according to
implementation.

The procedure of FIG. 29 may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

The disclosed systems and methods may further include a
machine learning or Al (artificial intelligence) model, and an
algorithm derived from it, configured to assist a base station
or core network in making decisions regarding network
operations. The algorithm (or formula or table or the like)
may be derived using Al procedures that perform complex
calculations on interrelated input factors and provide pre-
dictions or recommendations for computer-based decision-
making. An advantage of the Al procedures may be that the
outputs may be derived through machine learning, which
may be based on past data, usually a large amount of past
data, and thereby may be applicable to a wide range of
realistic situations in networking. To develop such an Al-
based algorithm, a network may accumulate data on perfor-
mance and resources expended, among other things, versus
the number of nodes that are provided with that particular
service, and at what price. Multiple networks may accumu-
late such data, preferably under a wide range of circum-
stances such as traffic density, message sizes in uplink and
downlink, large and small networks, user nodes with capa-
bilities ranging from high to low, and the like. By varying
the number of user nodes that are provided with the service,
and parameters of the database or the service, while mea-
suring the effect on network performance and, possibly, user
satisfaction, sufficient data may be accumulated for a com-
puter to perform a machine learning or Al solution that
relates the service decision-making to the input conditions,
and thereby optimizes, or at least improves, the network
performance in most cases.

For example, some user nodes may want ready access to
an unscheduled channel monitored by the base station such
as a private exclusive random access channel, a valuable
advantage for some users. Such an unscheduled channel
may enable many versatile applications requiring low-la-
tency opportunities, as well as relatively simple applications.
Such procedures may be involved in many messaging appli-
cations, including the examples disclosed herein, which may
be desirable for some users. On the other hand, each
unscheduled channel has costs associated with it, such as the
cost of resources dedicated to the unscheduled channel, the
costs for the base station to maintain constant listening of
each such channel, and usage costs. Therefore, the network
may restrict which users are permitted to access each ran-
dom access channel, or other unscheduled channels, and
under what circumstances. The network (base station or core
network for example) may use an algorithm to determine
how to allocate such random access resources. The algo-
rithm may take, as input, factors such as the administrative
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status of the user node, a fee or subscription basis of the user
node, network factors such as the traffic density and the
number of nodes active at any time, among other factors. For
example, a corporation may have many uses for an unsched-
uled monitored channel, or a plurality of such channels. The
algorithm may also determine which fee or subscription cost
may be requested for a private unscheduled channel versus
and a lower fee for access to a community random access
channel, among other arrangements.

In some embodiments, the algorithm, or other decision
procedure for allocating random access resources, may be
derived by artificial intelligence and machine learning. To do
so, a network or, preferably, a large number of networks,
may record their performance metrics (based on throughput,
average delay, collision rate, and the like) under various
network conditions (number of nodes active, presence and
type of interference, for example) and for various levels of
access to unscheduled channels. Preferably the data record
includes cases where the network has provided a large
number of random access channels and other unscheduled
channels for the nodes to access, on an exclusive basis or in
a single random access channel or in a common “pool” of
such channels, to determine how these decisions affect the
subsequent performance metrics of the networks.

The data may then be provided to a computer running an
Al model, such as a neural net or a hidden Markov model or
a regression model or a classification model or support
vector machine or Bayesian network or decision tree or
other type of Al structure. The computer may operate the
model to predict the effect of various decisions regarding the
random access channel availability and its effect on the
subsequent performance. Typically, Al models include a
large number of internal or hidden variables that relate
various input parameters to the output performance predic-
tion. Those internal variables may be adjusted or “trained”
or “tuned” iteratively so as to bring the predictions incre-
mentally closer to the observed performance. This is a form
of machine learning, since the model “learns” from the
previous examples and thereby successively improves its
predictive accuracy, given sufficient data.

When the Al model has achieved sufficient accuracy in
predicting network performance under realistic conditions,
the model itself (preferably with the internal variables
frozen), or an algorithm derived from it, may be provided to
the networks to use in making decisions about how many
unscheduled channels to provide, to which user nodes, and
under what circumstances. The algorithm may be a formula
or computer program or table or graphical representation or
other means for determining an output from the input values,
the input values generally being network parameters and the
output generally being a performance metric or a recom-
mended action or the like. In some embodiments, the
algorithm is a readily usable decision-making tool which
network operators (or their computers) may employ for
managing network operations. Preferably the algorithm pro-
vides the same, or nearly the same, predictive accuracy as
the full Al model but, unlike the full model, can fit in a
limited network processor memory and can provide answers
in a time scale useful to fast-cadence 5G operations, that is,
microseconds (according to some embodiments).

The use of Al for allocating resources or options to the
various user nodes has been suggested herein with regard to
several “operating choices” or parameters that a network
operator may have to decide on. Examples of the disclosed
operating choices include: assignment of scrambling codes
for determining which user nodes may transmit SR mes-
sages on which SR opportunities and using which modula-

20

25

30

35

40

45

50

55

60

65

90

tion states; allocation of unscheduled channels such as
random access channels; determining whether to provide
each user node with recipient database services and at what
price; and assigning rights regarding temporary QoS mes-
saging, among many other possible examples of Al useful-
ness in network operations. Using Al to select an appropriate
decision for each operating choice may be based on a
predictive Al model. The Al model may take as input various
network conditions, and also the particular operating choices
that are being explored. The Al model may then perform a
complex calculation that, when properly adjusted, may
provide a predicted performance of the network. By running
the model multiple times with different possible choices for
the operating choices, the Al model may reveal which
operating choices are likely to provide the best (or at least
improved) network performance. The network operator may
then select the best operating choice so far revealed. In this
way the network operator may use the Al model for deci-
sions such as how often to provide SR opportunities, which
nodes may access them, how many random access channels
to offer and which user nodes may access them, which user
nodes should be provided with a network-based recipient
database, and which user nodes may request adjusted tem-
porary QoS levels, among many other possible uses for Al
in networking.

The Al model may include a number of internal functions
or calculation “modules” (such as subroutines or analytical
functions for example) for performing mathematical calcu-
lations and/or logical analysis. Each calculation module may
include one or more internal variables which are adjustable.
The modules may be arranged in layers and may be inter-
connected by links that convey calculation results between
various calculation modules. The first layer may receive the
input parameters including the operating choice that is being
explored, the second layer may receive the outputs from the
first layer and may provide intermediate results to the third
layer, and so forth until the last layer provides one or more
output, such as the predicted performance metrics. Each
module may include a linear function, such as a weighted
average of its input links, and a nonlinear function, such as
a threshold or an exponential function regulating the output
links of that module. The Al model may be “tuned” by
adjusting the internal variables so that the predicted perfor-
mance matches, or comes successively closer to, the actual
network performance observed. Preferably a lot of data
covering a wide range of different conditions and operating
choices are available, so that the variables can be iteratively
adjusted for successively more accurate predictions. Even-
tually, after many such iterations, the Al model may provide
predictions with sufficient accuracy to be useful in the
intended application. Then the Al model, or a simplified
algorithm or code derived from it, may be transmitted to
base stations or core networks for use in making operating
choices, choices that are expected to improve their network
performance.

In a similar fashion, an Al model may be prepared, and an
algorithm derived from it, to assist network operators in
deciding whether to accept user requests for a temporary
QoS adjustment. Such an ability may be a valuable option
for some users, especially when they have an unusually
important message to send. However, there are costs to the
network involved in complying with the temporary QoS
modification, and also in detecting and interpreting and
implementing each temporary QoS request. There are also
costs to the other user nodes, who may be preempted by the
singular high-priority message. In times of high traffic
density, or if there is an emergency call ongoing, or in many
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other situations, the network may opt to reject requests for
temporary QoS adjustments. Alternatively, the network may
place a price on the service for some users and not others.
For example, the algorithm may determine, on a case-by-
case basis for example, whether to provide the temporary
QoS adjustment service to each of the user nodes on the
basis of the administrative status of the user node (such as
an emergency responder station or a police station, for
example), the subscription or fee basis of the user node (such
as a monthly flat fee for the service, or a per-message fee for
example). The model may also take as input situational
parameters such as the traffic density, the message failure
rate, the size of the pending data message, and many other
factors that the Al model may consider.

In a similar fashion, an Al model may be prepared, and an
algorithm derived from it, to assist network operators in
deciding whether to provide the recipient database service
described above. The service uses network equipment and
time and resources and energy, to maintain the database with
up-to-date addresses matched to the user node’s listing, and
to look up the full address corresponding to the index value
in each uplink message, among other costs to the network.
The service may be valuable to the user by enabling faster
access and shorter uplink messages, thereby providing lower
latency for users requiring it. Therefore, an Al algorithm
may be prepared to assist the network in deciding whether
to provide the address database service to each user node,
and at what price. The Al model or algorithm may take any
number of inputs, each input being a measured parameter.
Examples of input parameters may include the administra-
tive status of the user node, the subscription level or fee basis
of the user node, the traffic density, presence or absence of
an emergency call, and many other factors in determining
whether to provide the database service. For example, a
transitory user passing through a cell and transmitting a
single message in the cell probably would not warrant the
cost and effort of constructing the recipient database at all,
whereas a long-term resident of the network with many
messages per day may be provided the database service for
free (reflecting the advantages of greater efficiency of the
network) or at some price.

For clarity, certain terms commonly used in Al are
avoided herein. The AI model is sometimes called an
“algorithm™ but the term “algorithm™ is used herein for a
portable implementation version derived from the Al model.
The calculation modules in the Al model are sometimes
called a “node”, but herein “node” refers to wireless com-
munication entities organized in a network. The Al model
itself is often called a “network”, but herein the term is
reserved for wireless communication networks only. “Arti-
ficial intelligence” often refers to general human-like intel-
ligence or robotic implementations of it, but herein the term
is used for a more narrow computer-assisted decision-
making in a particular application, based on iterative
machine learning using prior examples drawn from the
application.

There are many other applications for Al-based computer-
assisted decision-making in 5G and future 6G networking.
Each of these applications may benefit from the systems and
methods disclosed herein.

FIG. 30 is a flowchart showing an exemplary embodiment
of a method for tuning an Al model, according to some
embodiments. In this method, a network first accumulates
data on network performance under various conditions with
various operating choices, and then provides the data to a
predictive Al model. Using the data, internal variables in the
Al model may be iteratively adjusted, the intent being to
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improve the predictive accuracy of the Al model. For
example, the Al model may predict a network performance
metric. The performance metric may be a measured value or
a formula of measured values, such as the message fault rate
of the network, or the throughput minus the rate of retrans-
mission, or the energy consumed, or a measure of user
satisfaction, among many other choices. After the internal
variables in the Al model have been adjusted to obtain
sufficiently accurate predictions of the network performance
metric, an algorithm may be prepared based on the Al
model, and the algorithm may be distributed to the networks
for use in selecting which operating choices to use in various
situations. Preferably the algorithm is more easily operated,
and is much less demanding of supercomputer resources,
than the full Al model.

Returning to the figure, at 3001 a base station or core
network measures the current network parameters of a cell
or LAN. The measurements may include the current mes-
sage failure rate, the types of faults observed, the traffic
density, and preferably numerous other network parameters,
along with a record of which operating choices are in use.
Other parameters of interest, such as interference from
outside the network, may be recorded at 3002. Preferably the
data accumulation is continued long enough to record the
network conditions and performance under a wide range of
conditions. The resulting network performance is then
recorded at 3003 including any faults and other measurables
of interest. Then, optionally, at 3004 the network may plan
experiments, such as changing the operating choices in use,
to see what happens to the performance. The flow then
returns to 3002 to take further data as the network responds
to any changes. Preferably a substantial database of network
conditions, operating choices, and resulting performance
metrics are accumulated over time, including a wide range
of conditions. Other data from other networks may be
included, or provided in parallel, so as to expose the Al
model to as many different scenarios as are available.
Periodically, or continually, the data may be transferred to a
central computer as indicated by a doublewide arrow.

At 3005 a central computer receives the data and prepares
(or obtains from elsewhere) an artificial intelligence Al
model, such as a neural net or hidden Markov model or
logistic regression or other artificial intelligence means for
processing network data and predicting subsequent perfor-
mance. In particular, the Al model may be configured to
predict how each operating choice would likely affect the
subsequent performance of the network. The Al model takes
in, as inputs, the network data and, preferably, combines it
with data from a large number of other base stations as well,
thereby assembling a sufficient number of examples under a
wide range of network conditions. The inputs of the Al
model may include the conditions of the network, current
performance observed, and parameters of the operating
choices in use (such as the number and periodicity of SR
opportunities, the number and accessibility of random
access channels, and the like). The output or outputs may
include one or more predicted network performance metrics
such as the throughput and message failure rate. The internal
modules are functions or routines that perform mathematical
and logical operations on the input data and/or on the results
of other modules. The output predictions are then derived
from certain of the modules, such as the lowest layer of
modules. Variables (“values”) in the internal modules (and
optionally the links between them) are then adjusted, and the
quality of the predicted output is again determined. The
variables may then be further adjusted, the intent being to
improve the accuracy of the predicted network performance



US 11,229,063 Bl

93

metric relative to the subsequent observed metric. This
process is called “supervised” learning since it is based on
the actual performance achieved by the network in each
scenario. It is also “machine learning” because the tuning is
usually performed, at high speed and massively parallel,
using other processors, with little direct human involvement
once the model is set up and the input data arranged. After
the Al model has achieved sufficient predictive accuracy to
predict the subsequent performance of networks to a prede-
termined accuracy, the Al model (or a simplified algorithm
derived from it) can then be used by the wireless network
operators to predict how various operating choices would
likely perform under similar conditions, as well as many
other useful tasks. The predictions can thereby enable net-
work operators to select the most suitable operating choice
under the circumstances.

When the Al model is first prepared, the internal variables
are usually set at arbitrary values at first, and therefore the
Al model usually generates extremely poor predictions
before being tuned. The variables can then be adjusted to
bring the predicted outputs into better accord with the
observed data, which generally results in improved predic-
tive accuracy when new conditions are presented. At 3006,
the computer sets or adjusts the internal variables, and
iteratively with feedback re-adjusts the variables in order to
optimize the accuracy of the predictions. With those settings,
at 3007 the computer uses the Al model to predict the
subsequent network performance metric in terms of the
current conditions and parameter settings. For example, the
model may predict performance metrics such as the message
failure rate, the throughput, and so forth. Then at 3008 the
computer, or a supervisory processor, compares the predic-
tions with the network observations. A success factor may be
prepared according to the features that the Al model pre-
dicted correctly. The flow then returns to 3006 for more
variations of the internal values or further network perfor-
mance histories. This process continues iteratively to refine
the variables of the intermediate functions in order to
optimize the success factor, or otherwise improve the pre-
dictions.

Upon each iteration, the variables may be adjusted to
follow any improvements in the Al model’s predictive
accuracy. The depicted process may be repeated many times
using data from many base stations covering many different
operational scenarios. Each successful prediction may form
the starting point for extensions to other scenarios, a form of
predictive analytics or regression based on deep learning. In
a particular iteration of the method, the values of the
intermediate functions may be adjusted in the same direction
that they were adjusted in the previous iteration if the
predictions were improved thereby, or in the opposite direc-
tion if the predictions were less accurate. Alternatively, to
avoid getting stuck on local peaks, an arbitrary large change
in values may be imposed from time to time, and the
fine-tuning process repeated from that point. Decisions
about which variables to vary, and which direction and by
how much, may be random or pre-planned or based on the
computer’s previous experience with similar variations. The
iterative adjustment process with feedback from the network
data is thus a form of guided learning. If the computer
decides which values to vary based on its previous experi-
ence, the process is an example of recursive self-improve-
ment.

Tuning an Al network model may require computer
assistance. Selection of which variables to change, and
deciding in what direction and by how much to vary them,
is generally a very complex problem, especially if the Al
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model has a large number of interacting variables in a large
number of tightly linked modules. In some embodiments, a
“supervisor” Al model may be programmed to use machine
learning to decide which variables to adjust in the “network”
Al model, which then predicts network performance. For
example, the supervisor model may determine how to adjust
the variables of the network model to optimize rapid con-
vergence of the network model toward a sufficiently accurate
predictive result. The supervisor Al model may include its
own variables relating to methods for varying the network
model variables, and the supervisor model variables may be
adjusted empirically to provide better convergence of the
network model, by varying the network Al model param-
eters and determining how rapidly the network model’s
predictions improved. The supervisor model may adjust the
network model’s variables arbitrarily at first, and may
develop a more refined and effective strategy for tuning the
network model with greater experience. By testing such
variations many times, the supervisor model may refine and
improve its own variables to improve its ability to vary the
network model parameters efficiently for rapid convergence
of the network model. Then, when the supervisor model
variables are well tuned, the supervisor model may be used
to tune the network model variables, based on a history of
previous adjustments. In this way, the supervisor model may
be able to tune the network model and cause the network
model to provide sufficiently accurate predictions, and may
do so more rapidly and efficiently than human operators, in
some embodiments. The supervisor Al model, using
machine learning to assist the network Al model, may be
termed “rank-two AI”. The network model alone may be
termed rank-one Al if the network model variables are
adjusted manually or by computers that do not employ
machine learning to do so.

The supervisor strategy may be carried further by arrang-
ing an even higher order super-supervisor Al model that is
tasked with optimizing the variables of the supervisor
model, so that the supervisor model can efficiently adjust the
variables of the network model. This may be termed rank-
three Al. However, tuning the variables of the super-super-
visor model is a complex problem, so an even higher rank
of Al model may be required to tune it, making it a rank-four
Al The number of ranks of Al tuning models appropriate to
a particular problem depends on the complexity of the
problem. The systems and methods include a one-rank Al,
such as a network Al model in which the variables are tuned
manually or with computers not employing machine learn-
ing to do so. The systems and methods also include rank-two
Al in which a supervisor model uses machine learning to
tune the variables of the network model. The systems and
methods also include rank-three Al in which a super-super-
visor model uses machine learning to tune the variables of
the supervisor model. The systems and methods also include
higher-rank cascaded Al models, each level being config-
ured to tune the variables of the next lower rank using
machine learning. The number of ranks required for a given
implementation may be dictated by the needs of the imple-
mentation as determined by the designer.

Regardless of the Al rank, the adjustment process is
generally complex and arduous, requiring advanced soft-
ware and many hours on extremely competent supercom-
puters, due to the large number of tightly interacting vari-
ables in a problem such as network operation management.
Nevertheless, systems exist that can handle such challenges
and provide accurate predictions, given sufficient input data
to work with. After a sufficiently successful Al model has
been developed, at 3009 an algorithm may be prepared from



US 11,229,063 Bl

95

the results. For example, the algorithm may be the Al model
itself, but with the intermediate function values preferably
frozen. Predictions can then be obtained by inserting net-
work operating choices as inputs and calculating the result-
ing predicted performance. Alternatively, the algorithm may
be a simplified or compact version of the Al model by, for
example, pruning the unproductive modules or input param-
eters. Alternatively, the algorithm output may be configured
to recommend a particular operating choice directly, instead
of displaying predicted network performance metrics for
each choice, in which case the algorithm selects the best
operating choice and informs the network of the selection.
The selection may be based, for example, on which oper-
ating choice would likely provide the highest message
throughput or the lowest failure rate or the shortest average
delays, of the available operating choices, given the current
operational parameters of the network. The algorithm may
be prepared as a computer code, a formula, a table or matrix
of values, or other format capable of rendering predictions
or recommendations based on the input parameters. The
resulting algorithm may then, at 3010, be distributed to the
base stations for use in selecting or optimizing their modu-
lation tables under various conditions.

The procedure of FIG. 30 may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 31 is a schematic of an exemplary embodiment of an
Al model, arranged in this embodiment for predicting a
network performance metric according to input parameters.
The depicted case is a neural net, such as an acyclic directed
graph of calculation modules interlinked in multiple discrete
layers, but other Al configurations may be used instead.
Variables in the Al model may be adjusted to cause the
predicted performance metric to predict an observed perfor-
mance metric, preferably with sufficient accuracy that net-
work operators can use the results for selecting operating
choices for improved performance. The input parameters
3105 may include a number (three shown) of network
conditions 3101, such as the number of user nodes, the
current traffic density, and an average message size, among
many other possible network parameters potentially of inter-
est. The input parameters 3105 may also include parameters
of the current operating choices 3102, preferably including
operating choices of interest to network operators. The input
parameters 3105 may also include information on network
performance observed 3103 by the network, while operating
with the network conditions 3101 and operating choices
3102 as specified. Each input parameter 3105 is indicated by
a square 3108.

The depicted Al model also includes a number of calcu-
lation modules 3106, arranged in this embodiment as two
layers under the inputs 3105, although other embodiments
may have more layers and more modules per layer. The Al
model is arranged to produce an output (triangle 3107)
which in this embodiment is a predicted network perfor-
mance metric 3110. The schematic also shows a perfor-
mance metric column 3104, including an observed network
performance metric 3111, which has been observed in a real
network operating with the network conditions and operat-
ing choices as listed in the inputs 3105. The performance
metric 3111 may be, for example, the message throughput
minus ten times the failure rate minus five times the average
delay per message, among many other forms of a perfor-
mance metric of interest to network operators.
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Also shown are lines (“links™) 3109 connecting the inputs
3105, the intermediate modules 3106, and the output 3107.
Each module 3106 is a function or subroutine or other means
for calculating, based on parameters obtained from the
inputs 3105 or from another layer of the Al model, and for
feeding results of the calculating to the next layer, and finally
to the output 3107. For clarity, the figure shows links
connecting only a few of the modules of each layer, but a
real Al structure may have links from each module connect-
ing all of the modules of the previous layer and all of the
modules in the subsequent layer. Each of the modules 3106
includes adjustable variables. For example, each module
3106 may calculate a weighted sum of its input values and
compare that weighted sum to a threshold. The module 3106
may then produce an output based on the weighted sum and
the threshold. For example, the neuron 3106 may produce a
“digital” output, such as “1” if the sum exceeds the threshold
and “0” if the sum is less than the threshold. Alternatively,
for a more nuanced result, the module 3106 may produce an
analog output with amplitude related to the value of the sum,
The adjustable variables may be the weights of the various
inputs and the threshold value. In other neural nets, the
module outputs may be more complex logical or mathemati-
cal combinations of the inputs, such as selecting the largest
input value and passing that value to the output, or calcu-
lating the square root of each input value before adding, or
generating an output based on the RMS (root-mean-square)
distribution of the input values to that module 3106, among
many other logical and mathematical formulations possible.
The module output may be “squashed” into a range of 0-1
using a sigmoid or tan h or exponential function, for
example, to avoid generating unwieldy large numerical
values downstream. Nonlinearity is also necessary to pro-
vide predictive relationships other than a weighted linear
average. It is immaterial whether the weights are ascribed to
the links leading into a module or to the module itself, and
likewise it is immaterial whether the squashing function is
ascribed to the module or its output links. Usually, each
module provides the same output to each of the succeeding
layer modules, although in a particular model some links or
outputs may be different from the others, for example to
emphasize or suppress a particular relationship.

The variables may be adjusted to bring the predicted
performance metric 3110 into agreement with the observed
performance metric 3111 as indicated by the “compare”
arrow. For example, a particular variable or set of variables
in one or more of the intermediate modules 3106 may be
adjusted in a first direction, and the predicted and observed
3110-3111 metrics can be compared to determine if the
agreement is better or worse. If better, the adjustment of
variables may be repeated or increased in the same direction,
and if worse, the adjustment can be turned in the opposite
direction. In some embodiments, the variables may be
adjusted according to how much effect each variable has on
the final output. In other embodiments, the variables may be
adjusted to follow a gradient, or direction of steepest decent,
of the disagreement between the predicted and observed
metric 3110-3111. In still other embodiments, the size of the
adjustment may be adapted to the amount of change
observed in a previous step. The adjustment can be contin-
ued in this iterative fashion until the agreement is satisfac-
tory, or other criterion. The links may also be weighted or
otherwise include calculational processes besides that of the
intermediate modules. The links in the example are
“directed” downward toward the outputs, however other
embodiments may include bidirectional links or links send-
ing calculation results upward toward higher layers, or other
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grid topologies, to address issues such as user response to
message failures, among other issues in networking expe-
rience.

The number of layers in the Al model may be related to
the types of relationships between the input parameters. For
example, a simple model with no intermediate layers, just
inputs and an output, is usually capable of providing just a
weighted average of the inputs, with perhaps a threshold
cutoff or the like. With one intermediate layer, relationships
between the inputs can be included in the analysis, such as
“take the larger of A and B” values linked to a particular
module. With two intermediate layers, more subtle effects
can be introduced, such as “take A if C is greater than 5, and
take B otherwise”. Each successive layer generally enables
more complex and nuanced effects. Usually the number of
modules in an internal layer is in the range of 0.5 to 2 times
the number of inputs, and usually the number of layers is in
the range of 0.5 to 2 times the number of modules per layer,
although AI models may have any number of layers and
modules as needed for the particular application. Artisans
may design other Al models with different architectures after
learning about the systems and methods disclosed herein.

To provide predictions across a wide range of network
scenarios, data from a large number of networks, at a large
number of different times, may be applied as well. Each
scenario may be used as an input to the model, and the model
variables may be tuned individually to optimize the predic-
tion of that particular scenario. Alternatively, the input
parameters may be changed or rotated among a large number
of different scenarios and the variables may be tuned to
optimize the predictive accuracy of the model for all of the
scenarios together. Alternatively, an averaged (“clustered”)
input may be derived from data obtained in multiple related
scenarios, and the variables may be adjusted to improve or
optimize agreement between each predicted performance
metric and the corresponding observed performance metric.
New modules may be created at any time to take advantage
of any correlations revealed by the previous variations. After
a large number of different scenarios have been satisfactorily
predicted, the variable values derived from different sce-
narios may be combined, such as averaged, to broaden the
applicability of the solutions, and the resulting composite set
of values may then be tested with additional network data,
preferably network data that the model has not previously
seen. The intent may be to develop an Al model capable of
predicting the effect of the training set on subsequent net-
work performance, so that network operators can then use
the model (or an algorithm derived from the model) to
predict the effect of a particular operating choice on the
subsequent network performance, and thereby to select
network management choices predicted to result in higher
network performance than otherwise obtained. The algo-
rithm may thereby assist networks in managing a torrent of
user demands while minimizing costs, according to the
current operating conditions.

As mentioned, the Al model may be converted to an
algorithm for convenient use by networks in selecting or
adjusting operating choices and other network parameters.
Often the Al model itself is so large and complex, it may be
unwieldy for use by a base station or core network in a busy
network. Therefore, an algorithm may be configured as a
handy and readily usable version of the Al model with
sufficient predictive power for general network decision-
making. Alternatively, a number of special-purpose algo-
rithms may be prepared from the general model, focused on
specific decision-making such as determining how many
random access channels to provide, or which user nodes
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warrant free services such as temporary QoS service or
recipient database service, for example. Networks may
purchase such special-purpose algorithms to assist in opera-
tional management based on rational experience, rather than
human-in-the-loop intuition which may be less efficient and
more expensive than computer-assisted decision-making.

The algorithm may be, for example, the Al model itself
but with the variables set at the best combination so far
obtained (that is, the set of variables providing the closest
agreement between the predicted and observed performance
metric across a sufficiently wide range of network conditions
and a sufficiently wide range of operating choices). Alter-
natively, the algorithm may be a simplified version of the Al
model in which certain inputs and intermediate functions are
eliminated if they exhibit little or no correlation with the
predicted performance metric. Alternatively, the algorithm
may be cast as an analytic function, a computer code, a
tabular array which may be multi-dimensional, or other
means for providing an output such as a predicted perfor-
mance metric according to the network conditions, operating
choices, and performance observed. Networks (specifically
base stations or core networks) can then use the algorithm to
predict performance with each of a number of available
operating choices, and determine which choice is predicted
to provide the best performance according to the metric.

The procedure of FIG. 31 may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

FIG. 32 is a flowchart showing an exemplary method for
using an algorithm based on an Al model, such as that of
FIG. 31. At 3201, parameters such as network conditions
and observed fault rates are used as inputs to the algorithm.
A first operating choice is assumed. At 3202 the algorithm
is used to predict the performance metric for the input
scenario and with the first operating choice. Those steps may
be repeated for a second operating choice, and for each of
the operating choices available to the network. After pre-
dicting performance metrics from all of the available oper-
ating choices, at 3203 the best operating choice (whichever
operating choice would provide the highest predicted per-
formance metric) may be selected and activated in the
network. The method may then be repeated to select further
operating choices as network conditions change.

The procedure of FIG. 32 may be implemented as a
system or apparatus, a method, or instructions in non-
transient computer-readable media for causing a computing
environment, such as a user node, a base station, or other
signally coupled component of a wireless network, to imple-
ment the procedure.

The systems and methods further include networks con-
figured to provide a simplified method for low-performance
user nodes to join the network, or to gain uplink message
access, or otherwise interact with the network. In some
embodiments, a base station may be configured to accept
messages from user nodes that are not registered in the
network. For example, the network may allocate a channel
for emergency communications, such that an emergency call
on the emergency channel may be accepted by the base
station and acted upon by the network, as if the caller were
registered in the network. The base station may provide a
temporary identification for the emergency communications.
An emergency caller may be able to access the network
without going through the authentication steps that non-
emergency users are required to do in 5G. If, however, the
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emergency call appears on another channel, other than the
allocated emergency channel, the base station may then give
the emergency caller exclusive use of that channel by
excluding other users from that channel for the duration of
the emergency communications. The base station may waive
other requirements, such as authentication requirements or
formatting conventions or timing adjustments or limitations
on transmitted power, in order to accommodate the emer-
gency call and subsequent related messages if any.

A network providing advantages to emergency callers
may also monitor traffic on the emergency channel to detect
cheating, such as non-emergency usage. For example, the
recipient of most emergency calls is an emergency response
station. A call on the emergency channel, but addressed to a
different destination not associated with medical or law
enforcement or emergency response or fire or the like, may
be flagged as suspicious. Emergency calls are always
recorded at the emergency response center, and may be
recorded by the network as well for record-keeping.
Repeated calls from the same user node to addresses not
ostensibly emergency-related may be reviewed for appro-
priateness. Transmission on the emergency channel may be
reviewed by computer analysis, and if the usage fails certain
criteria, may be passed to a human inspector. In response to
suspicious usage, the network may contact the user and ask
why they are using the emergency channel. Violators may be
suspended from the network, or may be required to pay a fee
(preferably a hefty fee) for the transgression, or in extreme
cases may be prosecuted under laws such as existing laws
related to frivolous usage of 911 phone calls for example.

The network may provide free service to a transient user
such as a vehicle passing through the range of a base station.
The transient user may wish to transmit a short message or
download an item of information without having to perform
the complex registration procedure for 5G networks. Such
accommodation may consume fewer resources than a full
registration procedure, and may also generate goodwill for
the network. The network may place conditions on free
service, such as traffic being not too heavy and no emer-
gency calls are being handled by the base station, the
network not being a closed or private or classified network,
for example. The free service may be provided on a low-QoS
basis (other than emergency calls which may be given the
highest QoS). The free service may be restricted to a
particular unscheduled channel, such as a random access
channel or other monitored unscheduled channel. For
example, a transient node wishing to transmit a message
without registering may deposit the message, along with
identifying and related information in a header, on an
unscheduled channel, such as the RACH or another channel
allocated for this purpose, for example as illustrated in FIG.
7A or 16A. The free channel may be made low-bandwidth
and low-numerology such as 15 kHz subchannel spacing,
and low-modulation such as QPSK (quadrature phase shift
keying) or other modulation that does not rely on precise
power adjustment. (Since QPSK does not include amplitude
modulation, a message can be received and demodulated
without knowing the transmitted amplitude.) Alternatively, a
modulation table such as 16QAM may be used, along with
calibration signals such as DMRS added to the request
message so the base station can demodulate it.

The network may provide one or more legacy channels
for user nodes that prefer them, such as low-cost low-
performance sensors and the like. For example, the base
station may allocate a channel, or a set of subchannels, for
messaging according to the robust CSMA-CA standards
(carrier sense multiple access with collision avoidance).
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Low-cost, low-performance user nodes may be able to
comply with straightforward legacy requirements, such as
RTS-CTS handshaking (request to send, clear to send) which
are far simpler than many 5G protocols. Many developers
may be unable to comply with the complex 5G requirements
but may readily employ the simpler legacy protocols. For
nodes such as temperature sensors and many others that do
not require the high performance of 5G technology, being
able to access the network in a relatively simple way, such
as a legacy channel, may be a favorable option.

In some implementations, a combination of multiple
disclosed techniques, or of all of the disclosed techniques,
may be employed.

The systems and methods may be fully implemented in
any number of computing devices. Typically, instructions
are laid out on computer readable media, generally non-
transitory, and these instructions are sufficient to allow a
processor in the computing device to implement the method
of the invention. The computer readable medium may be a
hard drive or solid state storage having instructions that,
when run, or sooner, are loaded into random access memory.
Inputs to the application, e.g., from the plurality of users or
from any one user, may be by any number of appropriate
computer input devices. For example, users may employ
vehicular controls, as well as a keyboard, mouse, touch-
screen, joystick, trackpad, other pointing device, or any
other such computer input device to input data relevant to
the calculations. Data may also be input by way of one or
more sensors on the robot, an inserted memory chip, hard
drive, flash drives, flash memory, optical media, magnetic
media, or any other type of file—storing medium. The
outputs may be delivered to a user by way of signals
transmitted to robot steering and throttle controls, a video
graphics card or integrated graphics chipset coupled to a
display that maybe seen by a user. Given this teaching, any
number of other tangible outputs will also be understood to
be contemplated by the invention. For example, outputs may
be stored on a memory chip, hard drive, flash drives, flash
memory, optical media, magnetic media, or any other type
of output. It should also be noted that the invention may be
implemented on any number of different types of computing
devices, e.g., embedded systems and processors, personal
computers, laptop computers, notebook computers, net book
computers, handheld computers, personal digital assistants,
mobile phones, smart phones, tablet computers, and also on
devices specifically designed for these purpose. In one
implementation, a user of a smart phone or WiFi-connected
device downloads a copy of the application to their device
from a server using a wireless Internet connection. An
appropriate authentication procedure and secure transaction
process may provide for payment to be made to the seller.
The application may download over the mobile connection,
or over the WiFi or other wireless network connection. The
application may then be run by the user. Such a networked
system may provide a suitable computing environment for
an implementation in which a plurality of users provide
separate inputs to the system and method.

It is to be understood that the foregoing description is not
a definition of the invention but is a description of one or
more preferred exemplary embodiments of the invention.
The invention is not limited to the particular embodiments(s)
disclosed herein, but rather is defined solely by the claims
below. Furthermore, the statements contained in the forego-
ing description relate to particular embodiments and are not
to be construed as limitations on the scope of the invention
or on the definition of terms used in the claims, except where
a term or phrase is expressly defined above. Various other
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embodiments and various changes and modifications to the
disclosed embodiment(s) will become apparent to those
skilled in the art. For example, the specific combination and
order of steps is just one possibility, as the present method
may include a combination of steps that has fewer, greater,
or different steps than that shown here. All such other
embodiments, changes, and modifications are intended to
come within the scope of the appended claims.
As used in this specification and claims, the terms “for
example”, “e.g.”, “for instance”, “such as”, and “like” and
the terms “comprising”, “having”, “including”, and their
other verb forms, when used in conjunction with a listing of
one or more components or other items, are each to be
construed as open-ended, meaning that the listing is not to
be considered as excluding other additional components or
items. Other terms are to be construed using their broadest
reasonable meaning unless they are used in a context that
requires a different interpretation.
The invention claimed is:
1. A method for a user node of a wireless network to
transmit a wireless data message to a destination outside the
wireless network, the method comprising:
transmitting one or more messages, the one or more
messages comprising an indicator of a destination
address of the data message, an uplink request, and a
BSR (buffer status report) message;

then receiving, on a PDCCH (physical downlink control
channel), an uplink grant for uploading the data mes-
sage; and

then transmitting the data message on a PUSCH (physical

uplink shared channel);

such that the transmitting of the indicator of the destina-

tion address before the data message enables a base
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station or a core network or both to plan a multi-hop
transmission methodology for transmission of the data
message to the destination address prior to or contem-
poraneous with the data message being uploaded by the
user node to the base station, wherein the transmission
of the data message occurs sooner than in a case where
the multi-hop transmission is not planned prior to or
contemporaneous with the data message being
uploaded.

2. The method of claim 1, wherein the address message is
transmitted by the user node at a time and frequency
assigned for scheduling request messages.

3. The method of claim 2, wherein the address message
comprises a request for an uplink grant.

4. The method of claim 1, wherein the address message is
transmitted in association with a BSR (buffer state report)
message, the association being multiplexing or concatena-
tion.

5. The method of claim 1, wherein the address message is
transmitted synchronously with a scheduling request mes-
sage.

6. The method of claim 5, wherein the address message is
transmitted on a random access channel.

7. The method of claim 5, wherein the address message is
transmitted on a channel allocated for transmission of
address messages.

8. The method of claim 5, wherein synchronously com-
prises simultaneously.

9. The method of claim 5, wherein synchronously com-
prises within a predetermined time interval.
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